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Abstract
Aiming at the problems of low accuracy, long time consumption, and failure to obtain quantita-

tive fault identification results of existing automatic fault identification technic, a fault recognition
method based on clustering linear regression is proposed. Firstly, Hough transform is used to detect
the line segment of the enhanced image obtained by the coherence cube algorithm. Secondly, the
endpoint of the line segment detected by Hough transform is taken as the key point, and the adaptive
clustering linear regression algorithm is used to cluster the key points adaptively according to the lin-
ear relationship between them. Finally, a fault is generated from each category of key points based
on least squares curve fitting method to realize fault identification. To verify the feasibility and pro-
gressiveness of the proposed method, it is compared with the traditional method and the latest meth-
od on the actual seismic data through experiments, and the effectiveness of the proposed method is
verified by the experimental results on the actual seismic data.
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0　 Introduction

Fault recognition is an important section in seis-
mic interpretation. The traditional method is to select
the discontinuous sampling points in the seismic section
manually, and then connect these points into curves.
The manual method can accurately identify faults, but
it is time-consuming and subjective. To overcome the
shortcomings of the manual method, various fault rec-
ognition methods have been proposed successively
since the early 20th century. Generally, these methods
use the discontinuities such as correlation coefficient,
gradient or variance between the seismic samples of dif-
ferent seismic traces in seismic data to detect faults.

The classical coherence cube algorithm has devel-
oped from the first generation coherence cube algorithm
(C1) to the third generation coherence cube algorithm
(C3). It is the earliest automatic fault identification
method. Bahorich et al. [1] proposed C1, in which,
fault was extracted by the correlation value between the
neighboring three seismic traces based on the classic
normalized cross correlation. Marfurt et al. [2] proposed
second generation coherence cube algorithm (C2), in

which, the number of seismic traces used in correlative
computation was increased to multi-traces contained in
a cuboid or a ellipsoid. Gersztenkrn and Marfurt[3]
proposed C3, the eigenvalues of the covariance matrix
of the seismic traces contained in analysis window were
used for the computation of coherence attribute. These
widely used coherence algorithms have their own ad-
vantages and disadvantages. Experiments have con-
firmed that C1 works faster, but it is sensitive to the
interference of coherent noise, C2 is better in accuracy
and noise resisting compared with C1, however, it re-
quires more computing work, C3 is more efficient com-
pared with C2, but the exact fault location can not be
decided. Furthermore, mean effect is the common fea-
ture of C1 to C3 where lots of small faults are missed
easily.

In addition to the coherence cube algorithm, the
ant tracking algorithm is famous in the field of automat-
ic fault identification, and it has been applied in seis-
mic data interpretation software Petrol, which is devel-
oped by Schlumberger, the oilfield technology service
company in the USA. Based on the ant colony optimi-
zation (ACO), ant tracking algorithm identifies faults
by ants crawling on fault-like points in seismic da-
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ta[4-7] . The micro fault can be detected by this meth-
od. However, many fault-like points which should be
judged as seismic horizon are mistaken as fault. In ad-
dition, this method has a high computational cost.

Besides coherence cube and ant tracking algo-
rithm, other automatic fault identification methods have
also been proposed. Refs. [8 - 9] proposed a fault recog-
nition method based on Hough transformation and im-
plemented it successively in two and three dimensional
space. The discontinuities were computed by C2 and
the likely fault regions were highlighted through thresh-
old discontinuities, then, Hough transformation was u-
tilized for fault recognition. This method can not work
well when the number of the faults in a seismic section
is greater than one. Wang et al. [10] proposed a fault
recognition method based on directional complex-val-
ued coherence attribute. The Hilbert transform of a real
seismic trace was used as the corresponding complex-
value seismic trace, then the coherence value between
the adjacent weighted complex-value seismic traces a-
long multiple azimuths were calculated, and the point
with the minimum value was judged as fault. The mean
effect still exists and some horizontal information is
left. Xiong et al. [11] extracted three small two-dimen-
sional(2D) seismic section in the seismic data volume
in three directions, horizontal, vertical and axial, re-
spectively, as the three color components of color im-
age RGB, and tried to identify faults with a five-layer
convolutional neural network(CNN), but the reliability
of the obtained faults was low due to low accuracy
training samples. Dou et al. [12] presented λ-binary
cross-entropy ( BCE) and λ-smooth L1 loss to train
threedimensional (3D) CNN by few slices from 3D
seismic volume label, so that the huge workload the
task of image segmentation requires can be reduced,
and proposed an attention module that can be used for
active supervision training and embedded in the net-
work to suppress seismic noise, however, the accuracy
of the fault detection results obtained is low, and some
horizons are incorrectly identified as faults. Shafiq
et al. [13] presented an approach for detecting faults
within seismic volumes by using a saliency detection
framework that employs a 3D fast Fourier transform
(3D-FFT) local spectra and multi-dimensional plane
projections. The complex fault networks which are
hardly conspicuous within original seismic volume can
be detected effectively by this method. But the accura-
cy of faults is difficult to guarantee, some shorter ben-
ding horizons are wrongly judged as faults, and the re-
sults are accompanied by a lot of noise. Mahadik et
al. [14] used multispectral coherence to characterize
faults. Through spectral decomposition, spectral bal-

ance and statistical fusion of coherence images, more
refined and sharper faults can be obtained. However,
the results are noisy, and the accuracy is still insuffi-
cient. In addition, there are many other methods, such
as the fault identification method proposed by Yu et
al. [15] .

Generally, the overall trend of the fault is in the
shape of a straight line or an approximate straight line.
It is a very effective fault identification method to de-
tect line segments from seismic coherent attribute ima-
ges through Hough transform. However, when the seis-
mic section image contains multiple faults, it is neces-
sary to cluster the line segments first to obtain the cor-
rect fault number and identification results. In view of
the linear relationship between the line segment end-
points of the same fault, it is an effective method to
cluster the endpoints of the line segment using the clus-
tering linear regression method in mathematical statis-
tics. After the segment endpoints are correctly clus-
tered, the least squares curve fitting method can be
used to generate the fault based on each class of end-
points.

Based on the endpoints of line segments detected
by Hough transform on the results of coherence cube
algorithm and the clustering linear regression algo-
rithm, a fault recognition method based on the adaptive
clustering linear regression is proposed in this paper.
Following, the paper first introduces the principle of
clustering linear regression algorithm, and then the
specific process of the fault recognition method based
on adaptive clustering linear regression is given; final-
ly, the proposed fault recognition method is verified
and analyzed through experiments on model seismic
data and actual seismic data.

1　 Clustering linear regression algorithm

Clustering is the process of dividing a collection of
physical or abstract objects into multiple classes com-
posed of similar objects[16-17] . Regression is a statistical
analysis method to study the relationship between one
set of random variables and another set of variables[18] .
Clustering and regression play an important role in pat-
tern classification, data mining, production forecasting
and other fields. In practical problems, many data can
not only be divided into different categories, but also
the regression functions corresponding to each category
are different. If you want to design a classifier for such
data, you need a method to obtain the regression func-
tion of each category as the discriminant function. This
method is called clustering regression algorithm. In the
cluster regression problem, clustering and regression
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are two interrelated processes. The data are clustered
according to the distance from different regression func-
tions, and the clustering results play a decisive role in
determining the corresponding regression functions.
When the two reach a balance, the cluster regression
problem can be solved. Clustering linear regression re-
fers to the case that all regression functions are linear
functions, which is the most basic clustering regression
problem. The purpose of clustering linear regression is
to cluster data and find the optimal linear regression
function for each type of data to minimize the regres-
sion error. The principle of clustering linear regression
is described as follows.

Assume there are N samples: A = {(x1, y1),…,
(xN, yN)}, wherein, xi is the independent variable
and yi is the dependent variable, that is, the function
value that varies depending on xi, and i = 1,…,N.
The linear model corresponding to various samples after
cluster regression is shown in Eq. (1).

yr
i = μ( j) + xi·β( j) + εi

i = 1,…,N, j = 1,…, k
(1)

where, yr
i is the regression function value corresponding

to the sample point xi, μ( j) and β( j) is the regres-
sion coefficient in the linear model j, and k is the num-
ber of sample classes. Thus, the regression error on
each sample data is shown in Eq. (2).

h(xi,yi,μ( j),β( j)) = μ( j) + xi·β( j) - yi
p

i = 1,…,N, j = 1,…,k, p > 0 (2)
where, p is a positive integer, used to define different
regression errors, and the value is usually 2. The pur-
pose of clustering linear regression is to calculate the
clustering number k and regression coefficient (μ( j),
β(j)), j = 1,…,k, so as to minimize the sum of re-
gression errors of all data. Thus, the objective function
to be optimized for clustering linear regression problem
is shown in Eq. (3).

fk(μ,β) = ∑
N

i = 1
min

j = 1,…,k
h(xi,yi,μ( j),β(j)) (3)

　 　 The existing clustering linear regression algorithms
solve the clustering linear regression problem by opti-
mizing the objective function shown in Eq. (3). At
present, two widely used solutions are the Spath algo-
rithm[19] and the incremental algorithm[20] . Spath algo-
rithm gives a solution to the clustering linear regression
problem under the assumption that the number of clus-
ters is known. It is a classical algorithm to solve the
clustering linear regression problem with known the
number of clusters. The incremental algorithm also as-
sumes that the number of clusters is known, but before
reaching the known number of clusters, one cluster is

added in each iteration, and then based on the cluste-
ring results obtained in the current iteration, a better
initial solution is provided for the next iteration, which
solves the optimization problem of the initial solution in
each iteration when solving the clustering linear regres-
sion problem.

2 　 Fault recognition method based on
clustering linear regression

　 　 The existing clustering linear regression algorithms
usually assume that the number of categories of the giv-
en sample data is known, but in fact, the number of
clusters is unknown. Shao and Wu[21] proposed a crite-
rion for determining the optimal number of clusters,
but it was not applied to the clustering linear regression
algorithm. Based on this criterion and the incremental
algorithm, this paper proposes an adaptive clustering
linear regression algorithm that automatically deter-
mines the number of clusters, and applies it to fault
recognition.

2. 1　 Adaptive clustering linear regression
The criterion proposed in Ref. [21] can deter-

mine the optimal number of clusters, but it can not
guarantee the optimal clustering results, while the
Spath algorithm can obtain the optimal clustering re-
sults when the number of clusters is given. Therefore,
this paper organically combines the two, uses Spath al-
gorithm to solve the clustering regression problem in
the iterative process of incremental algorithm, and pro-
poses an adaptive clustering linear regression algo-
rithm. The specific steps of the proposed algorithm are
as follows.

(1) Calculate the linear regression function of the
entire given data set A, expressed with (μ( l),β( l)),
and initialize the variable l as 1.

(2) Let l = l + 1, assume (μ( j),β( j)), j = 1,
…,l - 1, are the solutions of the ( l - 1) th clustering
regression problem, calculate the solution set of the lth
clustering regression problem, and locally optimize the
initial solution.

(3) Assume each optimized initial solution is (u,
v), let μ( l) = u,β( l) = v, (μ( l),β( l)) and (μ
( j),β( j)), j = 1,…,l - 1, form a new initial solution
set (μ( j),β( j)), j = 1,…,l. Use the new initial so-
lution set to cluster the original sample data, and use
Spath algorithm to solve the lth clustering regression
problem to get the solution set of it. The solution can
be expressed as Eq. (4).

S = (μ( j),β( j)),j = 1,…,l{ } (4)
　 　 (4) Calculate the new linear regression problem
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of the lth clustering, and the calculation method is
shown in Eq. (5).

(u1,v1),…,(ul -1,vl -1),(ul,vl){ }

= arg min
(μ( j),β( j)),j = 1,…,l

fl (μ( j),β( j)),j = 1,…,l{ }

(5)
　 　 (5) Determine whether it is the optimal cluster
number according to the criteria proposed in
Ref. [21]. If so, stop iteration, or return to the sec-
ond step to continue iteration. The criterion for deter-
mining the optimal number of clusters is shown in Eq.
(6).
DN(k′) =

min
1�k�M

min
∏k

∑
k

j = 1
‖yCkj

- XCkj
β′
kj‖2 + q(k)·WN[ ] (6)

where, Пk = Ck1,…, Ckk = (μ1,β1),…, (μk,βk) is
a possible clustering situation of the original sample da-
ta, and k is less than M; q(k) is a strictly increasing
function with respect to k; and WN is a constant se-
quence. The first term in the square brackets at the
right end of the equation is the sum of residual
squares, which is used to measure the fitting of regres-
sion functions. The second term is the penalty term for

over fitting. For clustering case Пk, first fit k cluster
regression functions to obtain k least squares estimates
β′kj and then calculate the best estimate k′ of the real
cluster number.

Through the above steps, not only the best cluste-
ring number of sample data can be determined, but al-
so the best linear regression function corresponding to
each sample point ( determined by regression coeffi-
cient) can be obtained, which means the best cluste-
ring of the sample set have been achieved, so that the
clustering linear regression problem is solved.

2. 2　 Fault recognition
In this paper, the starting point and ending point

of the line segment detected by Hough transform are
taken as the key points, and a fault recognition method
based on adaptive clustering linear regression is pro-
posed. This section will introduce the overall process of
fault identification and the least squares curve fitting
fault generation method.

(1) Overall process
The flow chart of the proposed fault identification

method is shown in Fig. 1.

Fig. 1　 Diagram of the fault recognition method based on adaptive clustering linear regression

　 　 The implementation method of seismic data load-
ing, coherence image acquisition, and Hough trans-
form in Fig. 1 is the same as that of the corresponding
part of Hough transform based fault recognition method
in Refs [8,9]. The difference is that after the line
segments of seismic section coherence image was detec-
ted using Hough transform, the fault recognition meth-
od proposed in this paper does not directly generate
faults using the detected line segments. Instead, the
two endpoints of each line segment are taken as the key
points to determine the fault, then, the adaptive clus-
tering linear regression algorithm proposed in this paper
is used to cluster the key points. Finally, the fault is
generated based on the clustered key points, and the
method of fault generation is based on the least square
curve fitting method. The proposed fault recognition
method based on adaptive clustering linear regression
omits the process of error features deleting in the meth-
od in Refs [8,9], and effectively reduces the amount
of calculation. In addition, the clustering linear regres-
sion algorithm can adaptively cluster the key points ac-
cording to their linear relationship, which can ensure
the accuracy of identifying multiple faults in the seis-

mic section and provide an effective solution for fault
intelligent identification technology.

(2) Least squares curve fitting
After the key points are clustered by the adaptive

clustering linear regression algorithm, a fault can be
determined based on the key points of the same catego-
ry. The fault may be close to a straight line or an irreg-
ular curve. In order to improve the accuracy of fault
identification further, a fault generation method based
on least squares curve fitting is proposed in this paper,
which uses the quadratic least squares curve fitting
method to fit the key points of the same class, and the
fitted curve is regarded as the fault.

The least square fitting is to find the coefficients of
the fitting polynomial function according to the known
data, so as to minimize the square sum of the error be-
tween the fitting function value and the original discrete
point[22-24] . Because this fitting method can minimize
the sum of squares of errors, it is also called the best
fitting. The principle is as follows.

Suppose there are N points, the independent vari-
ables in these points are x1,x2,…,xN,and the corre-
sponding function values are y1,y2,…,yN . The pur-
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pose of the least squares fitting is to find a polynomial
function that minimizes the sum of squares of the error
between the value of the function on the independent
variable x1,x2,…,xN and the real function value y1,
y2,…,yN . Assuming that the data is fitted with a k-de-
gree polynomial function, the fitting polynomial func-
tion is shown in Eq. (7).

y′ = a0 + a1x + a2x2 + … + akxk (7)
　 　 The square sum of the error between the fitting
polynomial function value and the original function val-
ue is given in Eq. (8).

δ2 = ∑
N

i = 1
yi - y′

i
( )2

= ∑
N

i = 1
yi - (a0 + a1xi + a2x2

i + … + akxk
i )( )2

(8)
where, y′i represents the function value of the fitting
polynomial function at the ith independent variable xi .
The purpose of least-squares fitting is to find the best
set of coefficients a0,a1,…,ak to minimize the sum of
squares of errors δ2 . The solution of the best fitting pol-
ynomial function y′ is shown in Eq. (9).

y′ = arg min
y′
∑
N

i = 1
yi - y′

i
( )2 (9)

Calculate the partial derivative of ai

( i = 1,2,…,k) and simplify the items on the right of
Eq. (8) in order to obtain the conditions that the best
set of coefficients must meet, as shown in Eq. (10).

1 x1 … xk
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(10)

　 　 Assuming that the first matrix on the left side of
Eq. (10) is represented by x, A = [a0,a1,…,ak] T,
Y = [y0,y1,…,yk] T, the simplified expression of the
conditions that the best set of coefficients must meet is
shown in Eq. (11).

X × A = Y (11)
The calculation method of the best set of fitting

polynomial coefficients can be obtained from Eq. (11)
as shown in Eq. (12).

A = (X - 1 × X) - 1 × X - 1Y (12)
From Eq. (12), the best coefficients ai( i = 1,2,

…,k) can be obtained, thus the analytical expression
of the kth best fit polynomial function can be obtained,
and then the best fit polynomial function value y′i( i =
1,2,…,N) can be calculated. In other words, from
Eq. (12), the analytical expression of the curve fitting
by least squares for the same category of key points can
be obtained, and the curve is the fault to be identified.

3　 Experiments and analysis

To verify the effectiveness of the proposed adap-
tive clustering linear regression algorithm, this paper
first uses the proposed adaptive clustering linear regres-
sion algorithm to experiment on the model data, and
then compares the fault recognition method based on
adaptive clustering linear regression with other fault
recognition methods on actual seismic data. The exper-
imental actual seismic data is 200 frames of seismic
section data provided by PetroChina from a work area
in western China (100 frames of seismic section data
for multiple uncrossed faults and 100 frames of seismic
section data for multiple crossed faults), of which the
size of seismic section data containing multiple crossed
faults is 301 × 101 sample points, and the size of seis-
mic section data with multiple uncrossed faults is 301
× 301 samples. Experimental tool is Matlab 2015a.

3. 1　 Experiments on model data
A clustering linear regression experiment was car-

ried out on two types of model data to verify the effec-
tiveness of the proposed adaptive clustering linear re-
gression algorithm. One type is 63 data points with
normal distribution near three disjoint lines, and the
other type is 63 data points with normal distribution
near three intersecting lines. The original model data
before clustering and the model data clustered by adap-
tive clustering linear regression algorithm are shown in
Fig. 2 and Fig. 3, respectively.

Among them, points with the same identifier in
Fig. 3 indicate that after clustering regression, these
points belong to the same linear regression function,
that is, they belong to the same class, while points
with different identifiers indicate that they belong to
different classes.

It can be seen from Fig. 2 and Fig. 3 that the pro-
posed adaptive clustering linear regression algorithm
can not only accurately determine the number of clus-
ters of sample points, but also correctly cluster sample
points that meet different linear relationships, thus its
effectiveness in model data is verified.

3. 2　 Comparison experiment on actual seismic data
　 　 To verify the effectiveness of the proposed fault
recognition method based on adaptive clustering linear
regression, it is experimentally compared with the tra-
ditional method on two kinds of actual seismic section
data with multiple uncrossed faults and multiple
crossed faults. The comparison of fault recognition re-
sults obtained from two data of different methods is
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shown in Fig. 4 and Fig. 5.

　 　 　 　
(a) Model data near disjoint lines　 　 　 　 　 　 　 　 (b) Model data near intersecting lines

Fig. 2　 Model data of the adaptive clustering linear regression experiment

　 　 　 　
(a) Clustered model data near disjoint lines　 　 　 　 　 (b) Clustered model data near intersecting lines

Fig. 3　 Cluster results of the model data

　 　 From Fig. 4 and Fig. 5, it can be seen that the
fault identified by manual method is more accurate, the
fault identified by C3 algorithm is more noisy, and it is
difficult to accurately identify the fault location. The
method in Refs [8,9] cannot accurately identify multi-
ple faults in the seismic section because it does not
cluster the line segments detected by Hough transform.
The fault recognition method based on adaptive cluste-
ring linear regression proposed in this paper can cor-

rectly identify multiple non-intersecting faults and mul-
tiple intersecting faults in seismic sections. Besides the
recognition results, the objective performance of the
fault recognition algorithm is also analyzed and com-
pared. The time consumption and average time con-
sumption of each method on each frame of seismic sec-
tion under different conditions are shown in Fig. 6 and
Table 1, respectively.
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Fig. 4　 The case when there are multi uncrossed faults contained in the seismic section image

Fig. 5　 The case when there are multi crossed faults contained in the seismic section image
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(a) Comparison of time consumption when seismic section image
contains multiple uncrossed faults

(b) Comparison of time consumption in seismic images
with multiple crossed faults

Fig. 6　 Comparison of time consumption by different meth-
ods in different situations

　 　 Table 1　 Comparison of average time consumption
in fault recognition

Fault recognition method

Average time consumption

Multiple
uncrossed faults

Multiple
crossed faults

Manual method 61. 9970 55. 6799
C3 algorithm 139. 0969 49. 1828

Traditional Hough transform 0. 5762 0. 4565

Adaptive clustering linear
regression method in this paper 1. 2486 0. 8463

From the data in Fig. 6 and Table 1, it can be
seen that the method in Refs [8,9] has the least time
consumption, and the fault recognition method based
on adaptive clustering linear regression proposed in this
paper has a slightly longer time consumption. The rea-
son is that the method in this paper consumes a certain
amount of time to cluster the key points (the endpoints
of the line segment detected by Hough transform), but
the extra time is less than 1 s. This is because the
method in Refs [8,9] needs to delete the error fea-
ture, and the error feature deletion needs to calculate
the absolute distance and horizontal distance between
each line segment. These calculations will consume a
certain amount of time, but the method proposed in
this paper does not require error feature deletion. The
C3 algorithm consumes the most time because it needs
a lot of cross-correlation calculations. For the manual
method, its time consumption is affected by both sub-
jective factors and the number of fault in the seismic
section and the complexity of fault structure, which has
a large fluctuation.

In order to verify the correctness of the proposed
fault recognition method based on adaptive clustering
linear regression, this section separately counts the
number of faults identified by the proposed method and
the manual method on each frame of seismic section
when the seismic section contains multiple uncrossed
faults and multiple crossed faults, the change curve of
the number of faults in various cases is shown in Fig. 7
(the C3 algorithm is not included in the comparison of
the number of faults due to the C3 algorithm can not
get the number of faults in the seismic section). The
total number of faults identified by the manual method,
the traditional Hough transform method in Refs[8,9]
and the method in this paper are given in Table 2 when
there are multiple uncrossed and multiple crossed
faults.

( a) Seismic section image contains multiple uncrossed
faults

(b) Seismic section image contains multiple crossed faults
Fig. 7　 Comparison of the fault number recognized in each seis-

mic section by different methods in different situations

Table 2　 Comparison of the total fault number obtained by
different methods in different situations

Fault recognition method

Fault number

Multiple
uncrossed faults

Multiple
crossed faults

Manual method 300 344
Traditional Hough transform 100 100

Adaptive clustering linear
regression method in this paper 296 340

　 　 It can be seen from Fig. 7 and the data in Table 2
that when there are multiple uncrossed and multiple
crossed faults, the method in Refs [8,9] can not ob-
tain the correct number of faults, while the fault identi-
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fication method based on adaptive clustering linear re-
gression proposed in this paper can obtain the number
of faults consistent with the manual method, with the
accuracy of about 92% and 90% respectively.

To verify the effectiveness of the fault recognition
method based on adaptive clustering linear regression
proposed in this paper from the aspect of objective
evaluation indicators further, the peak signal-to-noise
ratio (PSNR) of the fault results obtained by the man-
ual method is taken as the reference standard, and the
PSNR of the fault results obtained by each method in
the experiment is separately calculated. The PSNR of
fault results obtained by various methods under differ-
ent conditions is shown in Fig. 8, and the average
PSNR is given in Table 3.

( a) Seismic section image contains multiple uncrossed
faults

(b)Seismic section image contains multiple crossed faults

Fig. 8　 Comparison of the PSNR of the fault result by different
methods in different situations

It can be seen from Fig. 8 and Table 3 that the re-
sult of C3 algorithm has the lowest PSNR. When the
seismic section contains multiple uncrossed and crossed
faults, the PSNR of the method in Refs [8,9] is im-
proved compared with the C3 algorithm, but it is still
low. The PSNR and average PSNR of fault results ob-
tained by the method based on adaptive clustering line-

ar regression proposed in this paper are higher than
those of the previous two methods, and the average
PSNR is about 11% higher. Thus, the effectiveness of
the proposed fault recognition method based on adap-
tive clustering linear regression is verified.

Table 3　 Comparison of the average PSNR of the fault result by
　 　 　 　 different methods

Fault recognition method

PSNR

Multiple
uncrossed faults

Multiple
crossed faults

C3 algorithm 59. 4300 56. 5378
Traditional Hough transform 67. 4258 62. 7607

Adaptive clustering linear
regression method in this paper 72. 6346 68. 4633

4　 Conclusion

Aiming at the problems of low accuracy and large
time consumption of existing fault identification meth-
ods, a fault recognition method based on clustering lin-
ear regression is proposed. Fault identification plays a
key role in seismic interpretation. However, due to the
lack of stable characteristics of faults, there is no rec-
ognized theoretical framework or model. This paper ef-
fectively combines the enhancement ability of the co-
herence cube algorithm to the fault, the detection abili-
ty of Hough transform to the point with linear distribu-
tion, and the classification ability of the clustering line-
ar regression algorithm to the point with linear distribu-
tion, and identifies the fault in the seismic section on
the premise of ensuring the best effect of each step,
hoping to provide a meaningful model reference for the
intelligent fault identification research.
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