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Abstract

Influenced by its training corpus, the performance of different machine translation systems va-
ries greatly. Aiming at achieving higher quality translations, system combination methods combine
the translation results of multiple systems through statistical combination or neural network combina-
tion. This paper proposes a new multi-system translation combination method based on the Transform-
er architecture, which uses a multi-encoder to encode source sentences and the translation results of
each system in order to realize encoder combination and decoder combination. The experimental veri-
fication on the Chinese-English translation task shows that this method has 1. 2 —2. 35 more bilingual
evaluation understudy ( BLEU) points compared with the best single system results, 0. 71 - 3. 12
more BLEU points compared with the statistical combination method, and 0. 14 — 0. 62 more BLEU
points compared with the state-of-the-art neural network combination method. The experimental re-
sults demonstrate the effectiveness of the proposed system combination method based on Transformer.

Keywords ; Transformer, system combination, neural machine translation ( NMT) , attention

mechanism, multi-encoder.

0 Introduction

Machine translation refers to the process of trans-
lating one language into another with a computer. Both
statistical machine translation (SMT) and neural ma-
chine translation (NMT) are particularly dependent on
their training corpus. Translation models show varying
performance with training data of different sources, and
their translation effects are rather spotty. Combining the
translation results of multiple systems can not only im-
prove the generalization ability of the translation mod-
el, but also expand the translation hypothesis space.
Therefore, system combination usually produces a per-
formance that is commensurate with or even better than
a single translation model.

At present, combining machine translation sys-
tems is mainly achieved in one of two ways; one is
based on statistics, and the other is based on neural
networks. The statistical method designs multiple fea-
tures and uses a voting mechanism to combine the
translation results from multiple systems at the sentence
level, phrase level, or word level. These methods focus

on the potential mapping relationship between the
translation hypotheses of multiple systems and the

1-5
1230 However, these

search space of a single system
methods are not end-to-end modeling methods, and
there are some error propagation problems in the com-
bination process. Neural network combination includes
two mechanisms ; model-level combination and parame-
ter-level combination. The model-level combination
method involves the translation results of multiple ma-
chine translation systems, adopts a recurrent neural
network (RNN) encoding-decoding neural network ar-
chitecture and end-to-end modeling, and fuses the
source context information in the encoder and decoder.
The parameter-level combination method combined with
the prediction probabilities of multiple decoders can
predict the translation at the next moment, instead of
absorbing the translation results of multiple machine
translation systems; only the decoding strategy of the
model average or model ensemble within the system is
adopted to fuse the system.

Different from the above methods, this paper
draws on the research methods of paragraph transla-
[6-7]

tion , and proposes a multi-system translation com-
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bination method based on the Transformer architecture ,
which uses a multi-encoder to encode the source lan-
guage sentences and the translation results of each sys-
tem to realize encoder combination and decoder combi-
nation. Encoder combination transforms the hidden in-
formation of the multi-system translation into a new
representation through an attention network, and the
hidden layer information of synonymous sentences is
fused through a gating mechanism at the encoder side.
Decoder combination calculates the attention of the hid-
den layer information of the multi-system translation
and the source language sentence at the decoder side to
obtain the fusion vectors, thus obtaining a combination
translation with higher quality.

In this work, experimental verification of the pro-
posed method on a Chinese-English translation task
shows that compared with the best single system re-
sults, this method has 1.2 —2. 35 more bilingual eval-
uation understudy (BLEU) points, 0.71 = 3. 12 more
BLEU points compared with the statistical combination
method , and 0. 14 —0. 62 more BLEU points compared
with the neural network combination method. The ex-
perimental results show that the combination method of
machine translation system based on Transformer can
effectively improve the translation quality.

The main contributions of this study can be sum-
marized as follows.

(1) The proposed neural network system combina-
tion method based on Transformer introduces the source
language and the translation assumptions of multiple sys-
tems into the Transformer architecture for combination.

(2) The multi-encoder method is proposed to en-
code the translation results of multiple systems, and
achieve two different combination models of system
translation, namely encoder combination and decoder
combination.

1 Related work

Research on the combination of machine transla-
tion systems started in the 1990s, and the early combi-
nation technology was mainly based on statistical meth-
ods. According to the different levels of target transla-
tion in the combination process, the statistical combi-
nation method can be divided into three categories: (1)
Sentence-level system combination. Taking sentences as
the smallest unit, sentence-level system combination
recalculates the translation result score of multiple sys-
tems of the same source language sentences by using
minimum Bayes risk decoding or a logarithmic — linear
model®’. Theoretically, the method of sentence-level
system combination will not produce new translation

hypotheses, but only choose the best one among exist-
ing translation hypotheses. (2) Phrase-level system
combination. Different from sentence-level system com-
bination, the core idea of phrase-level system combina-
tion method is to use a phrase table for further deco-
ding'®’. (3) Word-level system combination, which
takes words as the minimum unit. First, a confusion
network is constructed by using the word alignment
method of sentence pairs in the same language''' | the
confidence of candidate words in each position of the
confusion network is estimated, and then the confusion
network is decoded. Compared with sentence-level sys-
tem combination and phrase-level system combination,
word-level system combination is more effective be-
cause of its finer combination granularity and more ac-
curate word alignment, thus showing huge performance
advantages. However, the statistical combination meth-
od is not an end-to-end modeling method, and there
are some error propagation problems in the combination
process.

Due to the growing popularity of NMT since it was
proposed in 2015, the system combination method has
also turned into a new neural network pattern that con-
tains two mechanisms of neural network combination at
the model-level and parameter-level. Model-level com-
bination incorporates the translation results of multiple
machine translation systems, and then builds a neural
network architecture to realize end-to-end modeling.
Ref. [ 11 ] adopted a long short-term memory ( LSTM)
network to employ multiple encoders on the source
end, where each encoder corresponds to source lan-
guage sentences in different languages, and the target
end contains a decoder which uses the sum of the last
layer states of multiple encoders on the source end to
initialize the state hidden layer vector on the target
end. Ref. [ 12] adopted a multisource translation strate-
gy, inputting source statements in different languages
at the input level, and averaging the probability distri-
butions of target words generated in different languages
at the output level, to reduce the errors of the model’ s
predicted probabilities. Based on the research of
Ref. [12], Ref. [ 13] achieved combination by dy-
namically controlling the contribution of different trans-
lation models to the target-side probability prediction
through a gating mechanism. Ref. [ 14 ] proposed a
neural system combination framework leveraging multi-
source NMT. Ref. [ 15] used an RNN to classify and
expand the system combination method and carried out
experimental comparisons five ways, including average
combination, weight combination, splicing combination,
gate mechanism combination, and attention combination.
Ref. [ 16 ] proposed a deep-neural-network-based machine
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translation system combination. Ref. [ 17 ] proposed an
approach to model voting for system combination in ma-
chine translation.

Parameter-level combination combines the predic-
tion probability of multiple decoders within the same
codec framework to predict the translation at the next
moment. Without storing translation results of multiple

machine translation systems, it only uses the decoding
18-19]

strategy of a model ensemble’ and model aver-
age"™"

level. Ref. [ 21 ] improved the Transformer model by

in the system to fuse at the model parameter

using a convolutional neural network ( CNN) and ga-
ting mechanism and guided the optimization of model
parameters using confrontation training, then reorgan-
ized and merged the output from multiple machine
translations into a single improved translation result
through multi-model fusion. Ref. [22 ] presented a hy-
brid framework for developing a system combination for
the Uyghur-Chinese machine translation task that works
in three layers to transmit the outputs of the first layer
and the second layer into the final layer to make better
predictions. Ref. [ 23] proposed an NMT model that
treated the generated machine translation outputs as an
approximate contextual environment of the target lan-
guage, and then re-decoded each token in the machine
translation output successively.

In this paper, a model-level neural network combi-
nation method based on Transformer is adopted. Different
from previous model-level work, this paper takes the
multi-encoder method to encode the source language sen-
tences, merges the translation results of various systems,
and selects the Transformer neural network architecture
instead of the previous RNN and LSTM neural networks.
Compared with parameter-level combination, the proposed
method dynamically constructs the attention between the
multi-system translation and the source language sen-
tence, as well as the attention between the multi-system
translation and the target language sentence, providing
additional contextual information and finally realizing the
combination of multi-system translation.

2 Model

2.1 Problem definition

Given source language sentence x and multiple
system translations Tr = {Tr, |1 <k<K}, the purpose
of system combination is to find the target language
translation y with the highest combination probability.
The calculation formula is as follows.

y =argmaxP (y|x, T.), (1)

where x = {x,, -+, x,} represents the sequence of

words in the source sentence, Tr, = {Tr,, -+, Tr,,}
represents the sequence of words in the k" system
translation, and y = {y,, ==, v, } represents the se-
quence of generated target words. The combination sys-
tem generates the translation word by word from left to
right, and as word y, is translated, the generated re-
sults are taken into account. Therefore, the following

formula could be derived.

P(ylx, T,)=jlelP(y,|y <j, %, T), (2)
where y <j indicates the word sequence of the combi-
nation translation that has been generated before the ;"
position in the target language {y,, ==y, }. P
(y,1y<j, x, T.) is the probability of generating the j
target word based on the source language sentence x, the

multi system translation 7., and the generated target lan-

ro

guage combination translation segment {y,, ---y,, }.

2.2 System combination based on transformer

In 2017, Ref. [ 24 ] proposed a complete attention
mechanism encoder-decoder structure, Transformer, to
realize machine translation. In the Transformer struc-
ture, the encoder consists of six layers of networks with
the same structure. Each layer is composed of two
parts. The first part is multi-head self-attention, and
the second part is a position-wise feed-forward net-
work , which is a fully connected layer. Both parts have
a residual connection and layer normalization. The de-
coder also consists of six layers of the same network
stack, where each layer is composed of three parts,
namely multi-head self-attention, multi-head encoder
— decoder attention, and a position-wise feed-forward
network. Like the encoder, each part has a residual
connection and layer normalization.

In this paper, research on translation with docu-
ment-level context is based on the work of Ref. [25].
Transformer is also used in multi-system translation
combination, and the overall model architecture is
shown in Fig. 1. The model still uses an encoder-decod-
er structure, and the single encoding layer and deco-
ding layer are the same as that in the original struc-
ture. In each sublayer, a residual connection and layer
normalization are used. The encoder is a multi-en-
coder, which accepts the input of source language sen-
tences and multiple system translations at the same
time, and encodes the multi-system translations and
source sentences as intermediate hidden layer vectors.
That is, a source-sentence encoder and a multiple-
translation encoder are obtained. The decoder decodes
the target language words one by one according to the
intermediate vectors to form a combined translation.

Translation attention is introduced on the source lan-
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guage encoder side and the target language decoder
side, aiming at making full use of the encoding infor-
mation of the multi-system translation in the encoder
and decoder for attention combination.
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Fig. 1 Model architecture
In Transformer, the attention mechanism can be
regarded as a process of calculating a given series of
queries () and a series of key-value pairs K and V, ob-
taining the weight of V through the calculation of @ and
K, and then carrying out the weighted sum of V.

K'

|V 3
Tl o

where , d represents the dimension of K, and 64 is used

Attention( Q ,K,V) = softmax ( ¢

by default. The multi-head attention mechanism used in
the Transformer model can simultaneously ‘ notice’
multiple different locations and capture different levels
of information. In the encoder’ s self-attention, Q, K,
and V are all from the output of the previous layer of the
encoder, and in the decoder’ s self-attention, Q, K,
and V are all from the output of the previous layer of the
decoder. In the encoder-decoder attention, () comes
from the output of the previous layer of the decoder,
while K and V come from the encoder.

Using Transformer-based system combination, this
paper introduces two ways of combining translation in-
formation into Transformer.

2.2.1

Encoder combination model is as shown in Fig. 2,

Encoder combination

the encoder combination uses multiple system transla-
tions, and then converts the system translations into
new representations through the attention network, in-
tegrating the hidden layer information of homologous
language sentences for attention fusion through the ga-
ting mechanism in the encoder. In the encoder combi-
nation mode and in the self-attentionof the multi-system
translation encoder, (), K, and V are all from the up-
per layer output of the multi-system translation encoder;

I Encoder: ‘ l Encodern I Encoders ‘
S S——— K S —  S— ' \Decoder |
Translation: Translationa Source Target

Fig. 2 Encoder combination model

in the self-attentionof the source language encoder, Q,
K, and V are all from the upper layer output of the
source language encoder. In the translation attention of
the source language encoder, both K and V come from
the upper hidden layer state H, of the multi-system
translation encoder, and () comes from the upper layer
hidden state H_ of the source language encoder. The
hidden state of the translation attention part of the en-
coder, H, is given as

H, =Concat(H, , -, H; ) (4)

H=MultiHead(Hs,HTy) (5)
where, H, represents the hidden state of the source lan-
guage sentence, and H, represents the hidden state of
the multi-system translation.
2.2.2 Decoder combination

As shown in Fig. 3, the decoder combination meth-
od combines the hidden layer information of multiple
encoders with the attention in the decoder. The decoder
can process multiple encoders separately, and then fuse
them using the gating mechanism inside the decoder to
obtain the combined vector. In the decoder combination
mode and in the self-attention of the target language de-
coder, 0, K, and V are all from the output of the previ-
ous layer of the target language decoder; in the transla-
tion attention of the target language decoder, () comes
from the output of the upper layer of the target language
decoder, K comes from the upper hidden layer state H.

of the source language encoder, and V comes from the

1
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Fig. 3 Decoder combination model
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upper hidden layer state H, of the multi-system trans-

lation encoder. In the encoder-decoder attention of the
target language decoder, () comes from the upper layer
output of the target language decoder and K and V
come from the previous output of the source language
encoder. H, the hidden state of the translation attention
part of the decoder, is given as

H= MUItiHead ( H.s ’ HT, ’ HD(‘,POd(:r ) ’ ( 6 )

where H represents the hidden layer state of the source

language sentence, H, represents the hidden layer

state of the multi-system translation, and Hy,_,.. repre-

sents the hidden layer state of the upper layer output of
the decoder.

3 Experiments

The experiments on the Chinese-English transla-
tion task are performed, where the implementation was
based on Fairseq'* ' and the evaluation metric was the

case-insensitive BLEU'?" .

3.1 Data and settings

This paper evaluated the combination approach
using several publicly available data sets. The training
data consisted of 20 x 10* pairs of sentences randomly
extracted from NEU2017 of the Chinese-English trans-
lation tracks in CCMT2020. The NJU-newsdev 2017
data set and NJU-newstest2017 data set are also used
as a validation set and test set, respectively. The NIST
2003 -2006 Chinese-English data set was also used as
a test set. All sentences in the data were preprocessed
with the Urheen'*’ tokenizer, which used byte pair en-

29]

coding®’ with 32k merged operations to segment words

into subword units. The data statistics of each data set

0 ..
!'was used for optimiza-

can be seen in Table 1. Adam"®
tion, and the systems are trained by using one to four
GPUs. The learning rate strategy was the same as that

used in Ref. [24].

Table 1  Details of the datasets
Data set Source Scale
Train NEU2017 20 x 10*
. NJU-newsdev2017 2002
Valid
NJU-newstest2017 1000
NIST 2003 919
NIST 2004 1788
Test
NIST 2005 1082
NIST 2006 1664

3.2 Training Details

In order to verify the effectiveness of this method

three groups of experiments were set up for compari-
son; combination model versus single system model,
combination model versus statistical combination mod-
el, and combination model versus neural network com-
bination model. For the single system model, the same
data set was used to train the two Chinese-English NMT
systems, Sysl and Sys2, based on Fairseq with the
same model but different initialization seeds. Some pa-
rameter settings of the training model are shown in Ta-
ble 2. For the statistical combination model, it can be
implemented the combination of five different word a-
lignment methods based on the trained single system
model *’ | namely word alignment based on the word
error rate (WER) , word alignment based on the trans-
lation error rate ( TER), word alignment based on
word ordering ( WRA ), word alignment based on an
indirect hidden Markov model (IHMM ), and word a-
lignment based on an incremental hidden Markov mod-
el (INCIHMM ). For the neural network combination
model, the decoding strategy of model averaging and
model integration based on the trained single system
model for combination were implemented.

Table 2 Settings of some parameters

Parameter Value
Ir 0.0007
dropout 0.3
max_tokens 3000
max_epoch 30
adam_betas (0.9, 0.997)
warmup 4000

3.3 Results and discussion

Compare the proposed neural combination system
with the best individual engines, the statistical combi-
nation system, and the neural network combination sys-
tem. The BLEU points of the different models for the
development data and test data are shown in Tables 3
to 5.

As shown in Table 3, on the one hand, the per-
formance of single system Sys2 was superior to Sysl,
with an average of 0. 69 BLEU points higher. Compared
with Sysl, the encoder combination model had 1.73 -
3.19 more BLEU points, with an average increase of
2.41 BLEU points, while the decoder combination mod-
el had 1. 09 —2. 18 more BLEU points, with an average
increase of 1. 61 BLEU points. Compared with Sys2, the
encoder combination model had 1. 84 —3. 36 more BLEU
points, with an average increase of 2. 58 BLEU points,
while the decoder combination model had 1.2 -2.35
more BLEU points, with an average increase of 1.78
BLEU points. On the other hand, except for the test set
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NISTO3, the BLEU scores of the five statistical combi-
nation models were all better than those of the two single
system models. Among the five statistical combination
models, the INCIHMM model performed the best, while
the WRA model performed the worst. The INCIHMM
model had 0. 53 more BLEU points than the Sys2 mod-
el, on average. For the test set NISTO3, the combination
results of the five methods of statistical combination
were all lower than the results of the single system be-
fore combination.

After analyzing the results, it was found that the

distributions of the NIST 03 dataset and the develop-
ment set were far from each other. Therefore, in the
statistical combination model, the parameters of the de-
velopment set failed to guide NIST 03 to combine well.
Compared with the INCIHMM model, the encoder
combination model had significantly more BLEU points
(0.6 —1.67), with an average increase of 1. 06 BLEU
points. The decoder combination model had 0.71 -
1. 84 more BLEU points, with an average increase of
1. 24 BLEU points. Compared with the WRA model,

the encoder combination model had significantly more

Table 3  Translation results (BLEU scores) compared with the single system and the statistical combination method

System Valid Test NISTO3 NIST04 NISTOS NISTO6 Ave

Sysl 10. 35 12.13 19. 83 22.02 19. 48 18.53 14. 62
Sys2 10. 99 12. 40 20. 16 23.39 20. 66 19. 54 15.31
WRA 11.08 13.00 17. 66 22.90 20.01 19. 39 14. 86
WER 11.38 13.32 18.43 23.70 20.70 19.92 15.35
[HMM 11.42 13.49 17.53 22.93 20. 36 20. 09 15.12
INCIHMM 11.48 13. 46 18. 86 23.82 20. 82 20. 05 15.50
TER 11.32 13.25 17. 67 22.40 20. 02 19. 83 14.93
Encoder 12.08 14.28 21. 86 25.04 21. 81 21.72 16. 68

Decoder 12. 19 14. 46 21.98 25.17 22. 14 21.89 16. 83

Table 4  Translation results (BLEU score) compared with the neural combination method

System Valid Test NISTO3 NIST04 NISTOS NISTO6 Ave
Sysl 10. 35 12.13 19. 83 22.02 19. 48 18.53 14. 62
Sys2 10. 99 12. 40 20. 16 23.39 20. 66 19. 54 15. 31

Average 12.03 14. 04 21.10 24.49 21. 61 21.25 16. 36

Ensemble 12.05 14. 11 21.47 24.55 21.86 21.32 16. 48
Encoder 12. 08 14.28 21. 86 25.04 21.81 21.72 16. 68
+ Average 12. 16 14. 47 21.92 25.13 22.45 21.96 16. 87
+ Ensemble 12. 10 14.22 22.09 24.99 22.27 21.77 16.78
Decoder 12. 19 14. 46 21.98 25.17 22. 14 21.89 16. 83
+ Average 12.29 14.53 21.95 25.20 22. 14 21.94 16. 86
+ Ensemble 12. 18 14. 45 21.92 25.22 22.19 21.74 16. 81
Table 5  Translation examples
Source TR DYV — HU B ROMEE B T Y IO G AR FIAR R LR
Pinyin gé léi x1 ya shi y1 zhi méng méng de ci xing ju zul nito, hin shén san {a zhe re dai yu lin de qi x1,

Reference Gracia is a cute female toucan, exuding the breath oftropical rain forest.

Sysl Grace is an essential female mouth bird, which receives the scent of rainforest.

Sys2 Grace is the starting point of the female giant mouth birds, approaching the scent of rainforest.
INCIHMM grace is the starting point of the female giant mouth bird, which receives the scent of rainforest.
Ensemble Graeme was a beginning female big mouth bird, which smelled of tropical rain.

Encoder Gracia is a beginning female big mouth bird, taking the breath of tropical forest.
Decoder Gracia is a beginning of the female big mouth bird, taking the breath of tropical forest.

BLEU points (1 —2.33), with an average increase of
1.71 BLEU points. The decoder combination model
had 1. 11 = 2.5 more BLEU points, with an average

increase of 1.89 BLEU points. Overall, the method
proposed in this paper had 0.71 - 3.12 more BLEU

points compared with the statistical combination meth-
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od, indicating that the encoder combination and decod-
er combination models were better than the statistical
combination models.

As shown in Table 4, in the neural network com-
bination model, the decoding strategies of the model
average and the model ensemble were also superior to
the single system model for the development set and the
test set. The average result of the model was 0.94 —
1.71 BLEU points higher than that of Sys2, with an
average increase of 1. 23 BLEU points. The result of the
model ensemble was 1. 06 — 1. 78 BLEU points higher
than that of Sys2, with an average increase of 1.37
BLEU points. In this paper, the results of the encoder
combination model were 0.05 - 0.76 BLEU points
higher than the average result of the model, and the
average increase was 0. 38 BLEU points. The results of
the decoder combination model were 0.16 — 0. 88
BLEU points higher than the average result of the mod-
el, with an average increase of 0. 55 BLEU points. The
results of the decoder combination model were 0. 14 —
0. 62 BLEU points higher than the result of the model
ensemble, with an average increase of 0.41 BLEU
points. These results show that the encoder combination
and decoder combination models are better than the de-
coding strategy of the model average and model ensem-
ble to a certain extent. In addition, for the encoder
combination and decoder combination methods, this
word adopted model average and ensemble decoding
strategies, respectively, and the results were further
improved. It can be seen that the encoder combination
method and decoder combination method can be com-
bined with traditional integrated learning combination
methods to obtain a more robust machine translation
model.

Table 5 shows an example of system combination.
The Chinese word redai is out-of-vocabulary ( OOV)
for Sysl and Sys2, so the statistical combination model
could not correctly translate this word. Although the en-
semble model could translate this word well, it does
not conform to the required grammar. By combining the
merits of Sysl and Sys2 based on Transformer, the
model gets the correct translation. All in all, compared
with the best results of statistical combination and neu-
ral network combination, the Transformer-based neural
system combination method proposed in this paper can
effectively integrate the translation results of multiple
systems to obtain higher quality translations.

4 Conclusion

In this paper, a novel neural network framework
based on Transformer was proposed for system combi-

nation of machine translation. The neural combination
method is not only able to adopt multi-references and
multi-source sentences in the combination process, but
also addresses the attention mechanism of Transformer
to get fluent translations. Furthermore, the approach
can use average and ensemble decoding to boost the
performance compared with traditional system combina-
tion methods. Experiments on Chinese-English data sets
showed that the approaches obtained significant im-
provements over the best individual system and the tra-
ditional system combination methods. In future work,
more translation results will be combined to improve
the system combination quality further.
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