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Abstract

Micro-expressions are spontaneous, unconscious movements that reveal true emotions. Accurate
facial movement information and network training learning methods are crucial for micro-expression
recognition. However, most existing micro-expression recognition technologies so far focus on model-
ing the single category of micro-expression images and neural network structure. Aiming at the prob-
lems of low recognition rate and weak model generalization ability in micro-expression recognition, a
micro-expression recognition algorithm is proposed based on graph convolution network ( GCN) and
Transformer model. Firstly, action unit (AU) feature detection is extracted and facial muscle nodes
in the neighborhood are divided into three subsets for recognition. Then, graph convolution layer is
used to find the layout of dependencies between AU nodes of micro-expression classification. Finally,
multiple attentional features of each facial action are enriched with Transformer model to include
more sequence information before calculating the overall correlation of each region. The proposed

method is validated in CASME 1I and CAS ( ME) "2 datasets, and the recognition rate reached

69.85%.

Key words; micro-expression recognition, graph convolutional network ( GCN), action unit

(AU) detection, Transformer model

0 Introduction

Human facial expressions are very rich. Through
the analysis of micro-expressions, people’ s inner emo-
tional activities can be understood. Micro-expressions
are unconscious movements of the face, and the dura-
tion is very short, between 0.04 s and 0.2 s. Different
from macro expressions, which may mislead human
emotion recognition, micro-expressions are mostly un-
conscious expressions. A series of special expressions
have very significant application prospects and values in
daily life. Therefore, micro-expression recognition has
become one of the important areas of research''”’. The
widespread application of deep learning has made signif-
icant progress in micro-expression recognition. However,
due to problems such as difficulty in data capture and
small samples, the current micro-expression recognition
still has great difficulties when faced with small sample
datasets. Applying the training model to the dataset test
will cause the capability of micro-expression recognition
to decrease. To solve this problem, it is essential to

build a special network for small sample models, so the
research of micro-expression recognition has become a
hot issue.

Traditional methods mainly include histogram of
oriented gradient”®’ | local binary pattern'*’ | local bi-
nary patterns from three orthogonal planes ( LBP-
TOP) ") when extracting micro-expression features. As
well as the combination of LBP-TOP features and light
flow, the above methods have very good results in the
extraction of salient feature points, but they all have
the problem of relatively simple feature description. Be-
cause of the particularity of micro-expression recogni-
tion, the above methods cannot precisely and quickly
refine the original characteristics of micro-expression.
Simultaneously, micro-expression is based on video

°l. The complete micro-expression

frame sequences
usually contains a lot of video sequences. The streaming
method can complete the feature tracking of two adja-
cent frames, but it cannot complete the extraction oper-
ation of dozens of video frame sequences. Therefore,
the application of these methods for micro-expression

recognition cannot achieve the expected results. Before
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2015, people used traditional image recognition algo-
rithms for feature extraction and recognition of micro
expressions. It was not until 2016 that deep learning
was applied to the recognition algorithm of micro-ex-
pressions. Buhari et al. ' used deep learning to exer-
cise the representation of spatial and temporal features
of micro-expression recognition, and spatial character-
istics were encoded by convolutional neural network
(CNN) and temporal characteristics were encoded by
long short-term memory (LSTM). Li et al. '*
ler motion amplification method to amplify vertex pic-

used Eu-

tures and fine-tuned pattern for further identify. Peng
et al. ! put forward a two-stream spatiotemporal net-
work to capture the time and space information of mi-
cro-expressions, in which the spatial stream extracted
the spatial information of vertex frames by using the
ResNet-10 network, however the temporal flow extrac-
ted the information by using the LSTM network. Pan et
al. """ proposed a dynamic segmentation sparse imaging
module. Segmented motion participating in the spatio-
temporal network can capture the long-distance spatial
relationship of facial micro-expression and enhance the
robustness to feature-level subtle motion changes.
Although the existing algorithms have achieved cer-
tain performance improvements in the research of micro-
expression recognition, the recognition rate of micro-ex-
pression still can be improved. Graph convolution net-
work (GCN), as an extension of CNN, can process
complex graph structure data, and has reached favorable
application effects in terms of computer vision'"™" . Kipf
and Welling""*' proposed GCN in 2017, which provided
a new idea for the processing of graph structure data,
and applied action unit ( AU) image CNN commonly
used in deep learning to graph data. Then, the GCN-
based method was used for facial AU detection, but no
application of micro-expression recognition was found.
Graphic structure refers to the connection of face identi-
fiers to take shape a construction including node values
and edge weights, it is possible to represent information
about the texture features surround the nodes and infor-
mation about the geometry variations among these
nodes'”’. However, the parameter values of the graph
data are manually calculated, which makes it impossible
to apply to any problems. Thence, a network named mi-
cro-expression recognition graph convolutional networks
(MER-GCN) is designed in this work. The parameter
values of graph data, including node and edge weights,
can be obtained through training, so that the final graph
representation result can be obtained. The proposed fa-
cial image structure fused with shape information can
better analyze facial muscle movement information and

is more discriminative.

1 Relevant work

1.1 Face AU detection

AU is a basic movement that reflects the move-
ment of facial muscles. AU is an observable part of fa-
cial movement, in which different combinations of sub-
tle facial movements are associated with changes in fa-
cial expression. Different types of micro-expressions can
be represented by different combinations of AU, as
shown in Fig. 1. According to the statistical calculation
of facial anatomical information, different combinations
of AU have a strong relationship with different facial
micro-expressions. Due to certain deviation of label in-
formation in the current micro expression dataset, map-
ping the extracted feature information to the corre-
sponding emotion class is a difficult issue in micro ex-
pression recognition. Although AU detection cannot di-
rectly reflect emotion categories, it is the key to

achieve efficient micro expression recognition tasks.

Happiness Sadness

AU 12 AU 1
Fig. 1 ‘Happiness’ and ‘Sadness’ AU annotation
instructions in CASME II dataset

Research believes that recognizing well-defined fa-
cial muscles (i.e. AU) can reduce the recognition error
rate , which is better than the recognition rate of discrete
emotion categories. Therefore, many AU detection mod-
els extract facial texture information according to general
characteristics in image processing assignments. In this
paper, by introducing GCN into AU detection model, it
can learn to enrich facial features to catch motion infor-

mation and obtain good testing performance'®’.

1.2 Network architecture design for micro-ex-
pression recognition

The annotated data of the micro expression recogni-
tion task sometimes contains deviations, so even if the
trained CNN structure obtains effective frame features,
the mapping process is still very difficult. The purpose of
facial AUs is to observe the physical movement of facial
muscles, so it is objective. Using this capability, a net-
work architecture for AU detection is introduced, which
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recognizes micro expressions on the basics of the as-
sumption that facial muscles movements are continuous.
The structural model of the micro expression recognition
GCN used in this paper consists of 9 layers of graph
convolutional units. The number of output channels of
the three parts are 64, 128 and 256 respectively. The
proposed MER-GCN architecture not only obtains image
features but also captures the hidden physical relation-
ships between facial muscles.

The output layer of MER-GCN is used to learn AU
information of facial muscles by spread function. The
construction of adjacency matrix is an important step in
the construction of GCN. In research, the common ap-
pearance of per pair of AUs in this dataset is used as
the correlation to construct the adjacency matrix in the
way of data mining. In order to contain the occultation
information between different AUs, stacked GCNs are
used to input X from the original coding node to obtain
the unified representation H". The learned information
expressed by AU is applied to the sequence-level fea-
tures extracted by GCN, and then the obtained vector
is input into a full connection layer to take shape the
ultimate identification consequence.

The GCN framework designed in this paper is
shown in Fig. 2. The network includes three layers of
models. The first layer is graph filtering based on con-
tent analysis and statistical learning methods. In the sec-
ond layer, GCN layer is used to extract features from
images with different parts and similarity sizes. The third
layer is the fusion of image features and time features.
The micro-expression image sequence was used as in-
put, and image features were extracted by GCN layer af-
ter graph filtering for each frame. Finally, feature vec-
tors with output length of 256 were obtained by graph
coarsening. Experimental results show that the proposed
framework can effectively reduce the noise interference
and obtain better facial details under the premise of
maintaining high resolution, and it can easily complete
the fusion processing of image and video sequences. At
the same time, it has strong robustness and anti-inter-
ference.

Graph

oraph | ___f GenE - of GeN |-, Graph
Filtering

Coarsening

Fig.2 GCN structure for micro-expression recognition

1.3 Subset division of facial muscle nodes

In micro-expression recognition, it is usually nec-
essary to find more distinguishing characteristics. Re-
searches in Ref. [17] show that eyebrows and mouth
regions make significant contributions to micro-expres-
sion recognition when extracting features from specific
facial area. As a result, more attention is paid to key
areas like the eyebrows and mouth. However, this type
of region division is still very difficult for micro-expres-
sion recognition. For the purpose of refining, a small
window based on landmarks is used in this experiment
to locate features. Since the GCN processes graph struc-
ture data, it is necessary to convert micro-expression
sequence images into undirected graphs. Each node re-
presents the kinematic relationships within a muscle
flock, and an edge represents the kinematic relations
between these muscle flocks. Changes in micro expres-
sion cause facial muscles to move. For micro expres-
sions with different emotional types, facial muscles
have different movement patterns, node values and
edge weights are also different.

In GCNs for micro-expression recognition, it is
very important to design the partition rules of facial
muscle nodes as label graphs. There are many kinds of
division structures of graph data, such as single divi-
sion, spatial structure division, distance division and
so on. Due to the spatial locality of the face, the move-
ment of facial muscles is closely related to micro-ex-
pression. For example, the contraction of the levator
muscle of the upper eyelid, the attempt of the upper
eyelid to lift, the contraction of the orbicularis oculi
muscle, and the tightness of the lower eyelid can be
judged as angry micro-expression. Therefore, in this
paper, the facial muscle nodes in one neighborhood
were divided into three subsets, including: (1) the
root node itself; (2) the centripetal node set is closer
to the key area of the face than the root node; (3)
centrifugal node set, the root node is farther from the
adjacent nodes of the key area of the face. The so-
called key area of the face is the average coordinate of
all facial muscle nodes of the face.

In the network structure design of this paper, the
label map is obtained by analyzing 1 neighborhood
node, and other neighborhood ranges ( such as 2
neighborhoods and 3 neighborhoods) can also be used
for dividing the node set to contain the micro-expres-
sion tag map.
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2 Transformer model for micro-expression
recognition

Vaswani et al. "™® pointed out that the performance
index of Transformer model was better than cyclic neural
network model verification and CNN model in machine
translation tasks. And it requires less computational re-
sources in the training process. While the Transformer
model has become a de facto standard for natural lan-
guage processing tasks, its use in computer vision is still
limited. Recent studies show that the pure Transformer
model, which is fully applied to image sequences, can
complete the task of image classification well. When a
large amount of data is pre-trained and transferred to mul-
tiple medium and small image recognition datasets for
preliminary testing, Transformer achieves good results
compared with the most advanced convolutional networks,
and the training requires less computational resources.
Based on the GCN, this paper introduces a Transformer
model for micro-expression recognition, which consists of
an Encoder group and a Decoder group, both of which are
stacked by multiple modules. Each module consists of
multiple attention layers and fully connected feedback
layers. The Transformer model uses position insertion to
add relative position information to all elements of the in-
put sequence and then to the image sequence, where
each input microexpression signal is represented as a vec-
tor. Multi-head attention can be input by mapping multi-
ple different linear transformations. The calculation is
shown in Eq. (1).

T
Attention(Q, S, V) = Softmax( ?/;) |4 (1)
where, @, S and V represent Query, Source and At-
tention Value vectors in attention, respectively. In the
Attention module composed of Encoder and Decoder,
the Query vector is obtained by decoding, while the
Source and Attention Value vector are obtained by en-
coding. In Eq. (1), the weight of each vector in atten-
tion is redistributed by Softmax function. The larger the
weight value is, the more concentrated the extraction of
feature vectors is.

Based on the GCN, this paper introduces a Trans-
former model for micro-expression recognition to en-
code the specific position information of the face. It
consists of an Encoder group and a Decoder group,
which are stacked by multiple modules. Each module
consists of multiple attention and fully connected feed-
back layers. The Transformer model uses position inser-
tion to add relative position information to all elements
of the input sequence and then to the image sequence,
with each input micro-expression diagram signal repre-

sented as a vector. The Transformer model of GCN is
introduced to model micro-expression sequences using
different network structures, which improves the ability
of the model to capture multi-dimensional facial motion
information of micro-expression sequences. Similar to
the standard Transformer model, the model introduced
by GCN also consists of multiple stacks of the same
layers. Fig. 3 shows the micro-expression recognition
structure of Transformer model introduced in this pa-
per.

SR,

Micro-expression
sequence

Face cropping
alignment

Classification of

micro-expression
recognition

Frame number
is normalized

preprocessing

Transformer model

Micro-expression

\___feature extraction /

Fig.3 Micro-expression recognition framework

based on GCN and Transformer model

As shown in Fig. 4, Transformer model is com-
posed of two parts, Encoder and Decoder respectively,
and its internal parts are unified by multiple modules.
The encoder maps the input micro-expression image se-
quence (x,, +++, x,) to another sequence z = (z,, -,
z,) of continuous multiple representations. Given z, the
decoder produces an output class sequence (y,, -,
¥,.) identical to the various elements in each sequence,
and at each step, the model regents automatically, con-
suming the previously generated sequence image as ad-
ditional input when generating the next step. Transform-
er adopts this overall structure, using stacked multi-
headed attention and fully connected feedback layers,
as shown in the left and right halves of Fig. 4. The en-
coder in the improved Transformer model in this paper
is composed of N = 6 identical data layers stacked,
each layer has two sub-layers, one data operation sub-
layer is multi-attentional mechanism, the other is a
simple, point-by-point basic connection feedforward
network. The output of each Sublayer is a LayerNorm (x
+ Sublayer (x) ), where Sublayer (x) is an internal
function call implemented by the Sublayer function it-
self. To facilitate these residual connections, all the
sub-layers and embedding layers in the modeling will

model = 512- The de'

coder also includes N = 6 identical layers superim-

produce outputs with dimensions d

posed on each other. In addition to the two sub-layers
of each encoder layer, the decoder adds a third sub-
layer that takes a long time to view the output of the
encoder stack. Similar to the encoder, residual tight
connections are used around each sub-layer, followed
by layer normalization.
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Fig. 4 Transformer model

3 Multi-scale space feature fusion and
multi-channel convolutional process

Spatial pyramid pooling ( SPP) is a common
multi-scale spatial feature extraction method in the field
of image segmentation and target detection, which is
not limited by the input image size. Pyramid pooling
uses pooling layers of different sizes to collect the out-
put features of the graph filter layer, so as to obtain the
feature maps of different receptive fields.

In the algorithm design of this paper, a spatial pyr-
amid pooling layer is added between the fully connected
layer and the coarse-layer of GCN to extract the multi-

high

dimensional
MER-GCN 3

spatiotemporall

characteristics

=

scale features of the spatial level of facial actions. pool _
1, pool _2 and pool _3 further fused the main spatial
multi-scale features extracted through pooled receptive
field windows of different sizes, thus improving the spa-
tial feature extraction capability of GCN. Spatial pyramid
pooling has two advantages: first, it solves the problem
that the dimensions of the node graph of facial micro-ex-
pression are inconsistent with the input required by the
GCN; second, features are extracted from different an-
gles of the same node graph of facial micro-expression.
The operation model of the pooling layer of the pyramid
of collection space is shown in Fig. 5.

multi-scale .
. iconnectio
spatial

i layer
characteristic: -

Fig. 5 Pooling layer of spatial pyramid melted by multi-scale spatial features

It is assumed that the extended MER-GCN 3 layer
of the model generated feature maps of different sizes af-
ter the pooling operation of spatial pyramid, in which
the feature map was 128 bits. For the high-dimensional
spatio-temporal features, pool_1, pool_2 and pool_3 are
pooled at different scales, respectively. Finally, the
combination of three pooled feature maps is mapped. It

can input different dimensions of facial micro-expression
muscle node graph through multiple extended MER-
GCN layers, maintain the same feature dimension
through spatial pyramid pooling layer, and then input
full connection layer for recognition. Assuming that the
size of the high-dimensional space-time characteristic
graph of the input is @ X a, and the size of the pooled
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output of the pyramid convolution operation is n X n, the
size and step size of the pooled operation can be ex-
pressed as Eqs(2) and (3).

size=[ a/n’| (2)

stride =| a/n | (3)

Different from other algorithm designs, this paper
extends single-channel convolution to multi-channel
convolution, and GCN uses multiple convolution ker-
nels to extract richer features. Assume that the input

graphic signal is X e R"*" "¢ where C is the number

of channels, and the length H and width W of the con-
volution kernel are k. Since multi-channel convolution
is used here, and each channel has a convolution ker-
nel of the same size k x k£, multi-channel convolution
can be defined as Eq. (4).
BTN
Hm, n, ¢ = Z Z Xm+i, ntj G,:C,/,' (4>
i=-L5lj=-1%)
where, X eR°, G, eR°, H, , -eR"™".

The improved multi-channel convolution process

m+i, n+j

in this paper is shown in Fig. 6. During graph coarse-
ning, the values of corresponding positions on the fea-
ture graph are obtained through tensor dot product op-
eration at each sliding position, and the output of a
single channel is finally obtained, and then the output
values of multiple channels are added.

BREER

Multiple channels are added

Fig. 6 Multi-channel convolution process

Similar to single-channel convolution, multi-chan-
nel convolution uses multiple same convolution kernels
to extract richer features. Assuming that the dimension

kxkxCxC
R “*% " where C' repre-

of convolution kernels is
sents the number of convolution kernels, the output of
multi-channel convolution is H e R" " by combi-
ning the input static image data with the results of mul-
tiple convolution kernels. After the completion of the
convolution operation, a bias is usually added to each
feature graph, as shown in Eq. (5).
L) L)
H, ,.=b,+ X X Xy

i=-L41 j=-14)

In the complete process of multi-channel convolu-

G, (5)

i

tion mentioned above, in general, the input image H e

R™V*€ is convolved with the convolution kernel

kakaxC' H x W' xC'

, and the output image H e R is ob-
tained by adding bias. In this process, two parameters,
convolution kernel and bias, are introduced, and the to-

tal number of parameters involved is &> x C x C' + C".
4 Experiment and result analysis
4.1 Experimental environment

The experimental parameters in the research
process are shown in Table 1.

Table 1 Hardware and software environment
Name Model ( version) Description
Operating Linux Ubuntu 18. 04
system
The underlying software
CUDA CUDA10.1 platform for GPU acceler-
ation
PyTorch 1.0.0 Py.namic graph character-
1stics
GPU GTX 1080Ti Video memory 11 GB

Kingston HyperX Main frequency 2400 MHz
Savage DDR4 and 8 GB

Seagate 1 TB

RAM

Hard disk

Network structure ; because the single feature input
affects the network model to learn information from
multiple features, the recognition accuracy is not high.
In order to learn multiple features to promote the recog-
nition accuracy of the network model, the GCN struc-
ture constructed in this paper for micro-expression rec-
ognition uses dual features as input, one is facial fea-
tures representing static features, the other is facial
muscle motion features of micro-expression sequence
representing motion features.

The network structure in this model consists of
nine layers of graph convolution units, and the cascade
of graph convolution is used to construct the single-
stream network. The first image convolution layer inputs
the micro-expression sequence image for input opera-
tion, and passes the generated graph data to subse-
quent layers.

Parameter configuration: the number of frames
sampled from the video is 150. Regularize the number
of video image frames; set the batch size as 32; set
stochastic gradient descent (SGD) as model optimizer;
set the primary learning rate as 0. 001 ; set the learning
rate decay as le-10; set momentum to 0.9; set the
number of epochs to 400. When the quantity of itera-
tions continues to increase, in order to effectively avoid
the divergence of the loss function, the number of iter-
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ations is particularly limited. When the number of itera-
tions reaches 20 000, the learning rate decays to one-
half of the original.

4.2 Experimental results and analysis

This paper uses the torch. save function in Py-
Torch to save the parameter dictionary of the model
when recording the experimental data. When saving the
model for inference, only the learning parameters of
the trained model need to be saved, so that the model
can be restored later. Before running, call model. eval
to set the batch normalization layer to evaluation mode.
The method of reading the training data is the same as
that of calling the pre-training parameters, using the
load_state _dict function. This paper saves the training
data into a CSV file, reads the CSV file, and finally
draws a graph of the training process.

According to the overall network structure design,
the network is trained and tested based on the deep learn-
ing PyTorch framework. The training set for network train-
ing uses the augmented data of the CASME 1II and CAS
(ME)~2 datasets. In order to better recognize the micro-
expression, this experiment uses alignment and image size
adjustment, and finally adjusts the processed dataset im-
age size to 256, which meets the input requirements of
image processing. Because of the unbalanced and small
sample dimension of the dataset, it is necessary to per-
form data enhancement for the two datasets used. First,
crop the image, zoom in to 256, and use the four angles
and the core of the image as the cutting out core respec-
tively. The network configuration parameters during train-
ing are determined after multiple experiments based on
various factors such as the experimental software and
hardware environment. The experiment in this paper per-
formed 400 epochs to record the recognition accuracy and
its loss function value in detail.

As shown in Fig. 7 and Fig. 8, the accuracy curve
and loss function curve of the proposed algorithm trained

0.7
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Fig.7 Accuracy curve during CASME II training process

on CASME II dataset are respectively. When the number
of epochs is 240, the network begins to be stable. For
different types of training samples, the accuracy is not
the same, and two cases can be roughly distinguished .
(1) with the increase of training times, the accuracy will
eradually improve; (2) when the training times reach a
certain value, the accuracy will stop declining.
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Fig. 8 Loss function curve during CASME 11

training process

As shown in Fig.9 and Fig. 10, the accuracy
curve and loss function curve of the proposed algorithm
trained on CAS ( ME) "2 dataset are respectively. Ac-
cording to the experimental result graph, as the num-
ber of network iterations increases, the convergence
speed and convergence status of the network are sta-
ble. According to the experimental results, it can be
concluded that the recognition effect on the CAS(ME)
*2 dataset is better, which is mainly related to the
quantity and quality of the dataset samples.

After the network training is completed, for the
purpose of verifying the model is good or bad, the
trained model needs to be tested, and the test data uses
specimen from the original dataset. Through the net-
work test, the confusion matrix on the CASME II and
CAS ( ME ) "2 datasets are obtained, as shown in
Fig. 11 and Fig. 12 respectively. The results of the con-
fusion matrix show that the model is most sensitive to
the other classes in CASME 1II, with 86% accuracy,
and less accurate when identifying expressions of re-
pression and disgust. In CAS(ME )2, the model has a
good classification ability for positive and negative mi-
cro-expressions, and the recognition rate of surprise
expression is up to 76% , but the recognition rate of
depression microexpressions is low. This may be due to
too few training samples in these categories, resulting
in insufficient dynamic feature extraction capabilities,
and the imbalance of training samples will also lead to
different recognition rates.
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Fig. 11 Confusion matrix in CASME II

To validate the model, two different methods are
used ; leave-one-subject-out (LOSO) validation and K-
fold intersect verification. Regarding LOSO verification ,
all the data of one category are randomly left for verifi-
cation in each training process, so as to reduce the
chance of category deviation of micro-expression
theme. For K-fold verification, the dataset is divided
into K parts, and a random part is used for validation

in different training runs. Both strategies prevent differ-
ent types of deviations in the model.
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Fig. 12 Confusion matrix in CAS( ME) "2

As shown in Table 2, the ablation experiment is
conducted to verify the effectiveness of the algorithm
designed in this paper. The recognition rate of GCN or
CNN combined with Transformer model is low, but the
recognition rate of GCN combined with Transformer
model structure is high, which proves the effectiveness
of the algorithm in this paper.

Table 2 Ablation expriments

Structure method CASME 1I/%  CAS(ME)2/%
GCN 59.65 56.25
Transformer model 62.35 60.26
Proposed algorithm 69.85 69.11

The model trained by GCN combined with Trans-
former model is used to train each category on CASME
IT and CAS(ME) "2 datasets, and the recognition rate
results are shown in Fig. 13. It can be seen that the
recognition rate of other categories in the CASME 11
dataset is the highest at 0. 86, while the recognition
rate of disgust, depression and surprise categories is
slightly higher than that of CAS(ME) 2. This is be-
cause CASME II has developed a stricter general stand-
ard for direct sample selection. Addresses expression-
less facial movements based on participants’ self-re-
ported emotions. In addition, the sample size of other
types of micro-expressions is the largest, indicating
that the larger the sample size, the better the results of
network training test.
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The experiment evaluated the GCN on CASME 11
and CAS (ME) "2 datasets. In order to quantitatively
evaluate the designed network structure, the perform-
ance of micro-expression recognition is measured
through classification accuracy. As shown in Table 3, it
is a comparison of recognition rates on three different
micro-expression datasets. It can be concluded that the
recognition influences of the MER-GCN network on the
CASME I dataset is better. This is because more strin-
gent sample selection criteria have been established in
the current database, and the participants’ self-repor-
ted emotions are eliminated. Facial movements have no

emotional significance.

Table 3 Comparison of the recognition rate of
MER-GCN on different training datasets

Method Training dataset Accuracy/ %
MER-GCN CASME 66.47
MER-GCN CAS(ME)"2 69.11
MER-GCN CASME 1T 69.85

The recognition accuracy of the micro-expression
recognition algorithm in this paper is compared with
other deep learning algorithms, which is used to test
the effectiveness of GCN structure, multi-channel con-
volution and multi-scale space fusion. The recognition
accuracy of CAS (ME) "2 dataset is evaluated. As
shown in Table 4, 2D-CNN is a micro-expression rec-
ognition algorithm proposed by Mayya et al. "’ combi-
ning temporal interpolation model (TIM) and CNN,
and 3D-CNN is a three-dimensional CNN firstly de-
signed by Ji et al. "**_ It can be concluded that the ac-
curacy of network model is higher than other models.
The recognition rate of the micro-expression recognition
algorithm based on GCN and Transformer model in
CAS(ME)"2 dataset is 69.85% , which is 9. 6% high-
er than that of S-LRCN algorithm, 5% higher than that
of 2D-CNN, 1.39% higher than that of 3D-CNN, and
0.69% higher than that of GCN. It realizes the effec-

tive extraction of micro-expression sequence informa-

tion and excellent recognition accuracy.

Table 4 The accuracy of the algorithm in this paper
is compared with other algorithms

Algorithms Accuracy/ %
S-LRCN 60.25
2D-CNN'"™ 64.85
3D-CNN" 68.46
GCN'*" 69.16
Proposed algorithm 69. 85

5 Conclusion

In view of the low detection rate of current micro-
expression recognition algorithms, especially the small
amount of sample data, this paper proposes a micro-ex-
pression recognition algorithm based on GCN and
Transformer model. Based on GCNs, Transformer mod-
els are introduced to enrich the location features of
each facial action, thus containing more sequence in-
formation before calculating the overall correlation of
each region. By changing the size of learning parame-
ters, the risk of overfitting is reduced. Finally, the con-
structed MER-GCN network is trained and tested on
CASME II, and CAS(ME) "2 datasets. Laboratory re-
sults show that superimposed additional information of
GCN can promote the recognition of micro-expressions,
and the maximum recognition rate of experimental re-
sults reaches 69.85% , which verifies the feasibility of
the algorithm. Although this paper ameliorates the prob-
lems of dataset scarcity and low recognition rate in mi-
cro-expression recognition, the work can be extended
by adding data in the future through integrated strate-
gies, thus increasing the size of the dataset and build-
ing deeper and more complex models.
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