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Abstract

A probabilistic multi-dimensional selective ensemble learning method and its application in the
prediction of users’ online purchase behavior are studied in this work. Firstly, the classifier is inte-
grated based on the dimension of predicted probability, and the pruning algorithm based on greedy
forward search is obtained by combining the two indicators of accuracy and complementarity. Then
the pruning algorithm is integrated into the Stacking ensemble method to establish a user online
shopping behavior prediction model based on the probabilistic multi-dimensional selective ensemble
method. Finally, the research method is compared with the prediction results of individual learners in
ensemble learning and the Stacking ensemble method without pruning. The experimental results show
that the proposed method can reduce the scale of integration, improve the prediction accuracy of the

model, and predict the user’s online purchase behavior.

Key words: users’ online purchase behavior, Stacking, selective ensemble, ensemble prun-

ing, feature engineering

0 Introduction

Under the new situation of online shopping, pre-
dicting consumers’ online purchasing behavior has at-
tracted more and more scholars’ attention. By analy-
zing massive data sets, it is of great significance for
e-commerce platforms to use powerful machine learning
algorithms to predict users’ purchase intentions. Com-
pared with the traditional recommendation algorithm
based on the relationship between users and prod-

ucts' '

, user network behavior prediction also needs
to consider the user’ s overall behavior data, which is
more complicated in implementation. At present, the
processing of user behavior data is still in the explora-
tory stage. A key step in studying the behaviors of users
when they purchase online is to mine the information in
their behaviors from scattered data sets through feature
engineering.

At the same time, due to the complexity of users’
online purchase behavior, it is easy to fall into overfit-
ting by using only a single model for prediction. For
this reason, many scholars have proposed a method of
combining multiple models for prediction through en-
semble learning to solve this problem. Ref. [ 4 ]integrat-
ed decision tree and logistic regression method to build

a prediction model of users’ online purchase behavior.
Refs. [5-6] integrated logistic regression and support
vector machine methods to predict the consumption be-
havior of users. Ref. [7] combined long short-term
memory ( LSTM ) and random forest method and found
that the fusion method has better accuracy and recall
rate than the single learner constructed by the random
forest method. Ref. [ 8 ] built models based on convolu-
tional neural networks-LSTM ( CNN-LSTM ), and at
the same time balanced the samples through the °seg-
ment downsampling’ method, and obtained a better F1
value.

The ensemble learning method improves the predic-
tion accuracy and generalization ability of the model by
integrating a large number of base learners'”’, but with
the increase of base learners, the requirements for com-
putational efficiency and storage capacity are also high-
er' . In order to solve the above problems, Ref.[11]
proposed the concept of *selective integration’ , which
selects a subset of learners for integration through a cer-
tain method, and reduces the computing time and storage
space under the premise of maintaining the computing ac-
curacy. In addition, extensive experiments show that se-
lective ensemble methods can also improve generalization
ability"*"™. Over the past decade, a variety of effective
selective integration methods have emerged one after an-
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other [ 14-16]. Among them, how to construct screening
rules to obtain the best subset of learners is a key step in
selective integration.

Based on this, this paper builds a prediction mod-
el through a probabilistic multi-dimensional selective
integration method for the prediction of users’ online
purchase behavior. Firstly, based on the pruning prob-
lem, research is carried out in three aspects;the con-
struction of individual learner subsets, the integration
of the output results of the learner subsets, and the
construction of the evaluation rules of the learner sub-
sets. Then, the greedy forward pruning method based
on probability multi-dimensionality is combined with
the traditional stacking method to obtain a selective in-
tegration method based on probability multi-dimension-
ality, and a model is established based on the predic-
tion problem of users’ online purchase behavior.

The rest of this article is organized as follows. Sec-
tion 1 introduces a greedy forward pruning method
based on probabilistic multi-dimensionality. Section 2
introduces a selective ensemble method based on prob-
abilistic multi-dimension. Section 3 presents the experi-
mental results of this method. Finally, it concludes in
Section 4.

1 Greedy forward pruning method based on
the dimension of predicted probability

Dataset of this paper is Alibaba’ s E-commerce
data from Tianchi Big Data platform. The dataset in-
cludes user basic information table, user behavior log
table, user click information table, and advertising
basic information table. It describes user attribute infor-
mation, product details, user product interaction infor-
mation, and so on. The user behavior log table and us-
er click information table record more than 700 million
behavior information that users interact with different
commodities within 22 d. Combined with the user be-
havior trajectory in this dataset, the prediction of the
user’ s future behavior is completed.

However, due to the mass of commodity and user
information, the complexity and randomness of user in-
teraction, and the instability of network log information
records, the whole dataset has the problems of huge
data sample size, missing key information, and insuffi-
cient key features.

First of all, user behavior data is extracted propor-
tionally from each sub-data block according to the
number of user occurrences, and the data is merged. A
user behavior dataset is obtained for data analysis. Sec-
ondly, the data density of the invalid matrix in the
dataset is analysed to understand the missing distribu-

tion in the dataset. And for features with high correla-
tion, the random forest method is used to complete the
filling. Finally, new derived features are constructed
through feature transformation and fusion, so as to im-
prove the information content of dataset and the accura-
cy of machine learning prediction. Based on the dimen-
sions of business and research objectives, XGBoost
method is used to calculate the importance scores of
continuous features and discrete features, and the
threshold is set to complete feature screening.

The operation steps of selective integration can be
summarized as follows ; after training multiple individual
learners through different methods, select individual
learners according to certain rules to form multiple in-
dividual learner subsets, and integrate the output re-
sults of the individual learner subsets, obtain the pre-
diction result of the subset, and then judge the predic-
tion effect of the individual learner subset according to
certain judgment rules, and finally obtain the individu-
al learner subset with the best prediction effect. The
above process is repeated continuously until the ensem-
ble scale is reached, the pruning is completed, and the
subset of individual learners is used as the meta-learner
of the second layer ensemble.

In this process, how to form individual learner
subsets, how to integrate the output results of individu-
al learner subsets, and how to select the optimal indi-
vidual learner subsets are the main research issues of
this paper.

1.1 Probability based on voting

Hard voting is one of the most widely used meth-
ods for integrating the outputs of subsets of individual
learners. For each sample, the prediction results of all
individual learners are obtained, and then the category
with the most occurrences is selected by voting, which
is the prediction result of the sample. Although this
method can get the classification results simply and
quickly, it only votes for the prediction results, but it
is easy to ignore that the prediction probabilities of dif-
ferent learners for different categories are not the same,
thus ignoring the details. Therefore, in this paper, the
dimension of voting is adjusted from the category to the
probability sum of each category.

Let D be a distribution on X X { =1, +1} and the
validation set V={(x;, y,) },_, be a subset on distribu-
tion D. Given a set H={h,(x)};_, containing n indi-
vidual learners, where each learmner h, X—{ -1, +1}

maps the feature space X to the class label set
{ -1, +1}, the voting rule defines a decision function
by taking the category with the largest sum of the pre-
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dicted probabilities of different classifiers h,(x).

f(x9 H):argmaxz P(a{,w‘)~V[hi(x):j]’ (1)
J i=1 :

jedi-1, +13

where, f(x, H) is the class label output by the sample
after integrating the training results in the individual
learner set H = {h,(x) },_,. By summing and voting the
probabilities of each category of the sample under dif-
ferent classifiers, find the category with the largest
sample probability and the largest category, which is
the predicted category of the sample.

1.2 Multi-dimensional evaluation criteria

In selective integration, evaluation criteria are a
critical step in method design. By constructing reasona-
ble evaluation criteria and accurately evaluating the
available actions in each search step, a better pruned
subset can be obtained.

The accuracy of the model has always been an im-
portant indicator for judging the performance of the
learner. Compared with indicators such as accuracy and
precision, the area under curve (AUC) indicator itself
has nothing to do with the absolute value of the model
prediction score, and only focuses on the sorting
effect, so it is especially suitable for sorting business.
At the same time, the AUC calculation method takes
into account the learner’ s ability to classify positive
and negative examples, and can still make a reasona-
ble evaluation of the classifier in the case of unbal-
anced samples. The data samples in this paper are un-
balanced samples, so the AUC index is considered to
measure the accuracy of the model in the evaluation
standard.

The number of positive samples of individual
learner set H = {h,(x) },_, in validation set V is

Mx, D= ) Hifee, =y, y =11 (2)
Ca, yoeV
where 1] z] is the indicator function, if z is true, then
it is 1, otherwise it is 0.

Similarly, the number of negative samples of indi-
vidual learner set H = {h,(x) },_, in validation set V is

NCx, D= Y IIl[ﬂx, W#y,y =11 (3)

Ca, ydeV

Let P be a subset on the validation set V, and the
points in P satisfy Il [f(x, H) =y, y=1] =1, the
AUC index of the individual learner set H acting on the
validation set V is

A(x, H) =
z (rank;, —%M(x, H) x (M(x, D+ 1))
=r

M(x, H) x N(x, H)

(4)

among them, rank, is the sequence number of the prob-
ability score of each point in P = {(x:, y,) }i:l in as-
cending order.

Furthermore, integration diversity is an important
issue in the selective integration process. For perform-
ance to improve after combining, there must be differ-
ences between individual learners. This paper enhances
ensemble diversity by measuring the similarity between
learners and selecting individual learners that are com-
plementary to the current ensemble.

Then on the validation set V= {(x:, y,) }::1 , the
diversity of individual learner h, and individual learner
set H =H,/{h,} is

m

Clx, )= gzll[ht(x)f(x, H) <01 (5)
i=1

An ensemble of individual learners should be both
precise and diverse. Compared with a single evaluation
index, the combination of the two can obviously im-
prove the selective integration effect better. Therefore ,
this paper combines the AUC index and the diversity
index to give the final evaluation function

S(x, H) =aA(x, H) +BC(x, H) (6)
among then, a, Be (0, 1).

1. 3  Selective ensemble based on probabilistic
multi-dimension

Given a set of trained classifiers, it is difficult to
select the subset with the best generalization perform-
ance for two main reasons:first, the generalization per-
formance of the subset is not easy to estimate ; second,
finding the optimal subset is a computational combina-
torial search problems with exponential complexity, so
it is not feasible to compute exact solutions with ex-
haustive search, and approximate search is required.

In the past decade, many methods have been pro-
posed to overcome this problem' | and the main
search methods can be roughly divided into two catego-
ries. The first class of methods uses a global search to
directly select the optimal or near-optimal subset of

classifiers, such as genetic algorithm, semi-definite
] [18-197

[21]

.17 . .
programming' "’ | clustering , sparseness-induced

200 , etc. In practical ap-

prior " or /, norm constraint
plications, although those methods can achieve better
performance, their computational cost is usually high.

The second class of methods is a greedy local search of
12,2

all possible ensemble subsets''*. According to the
search direction, this group of methods can be further
divided into greedy forward search methods that start
from an empty set and iteratively add classifiers that

optimize a certain condition, and greedy backward
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search methods that start from full integration and itera-
tively eliminate classifiers. It has been shown that
greedy local search methods can achieve performance
and robustness compared with global search methods,

t''% %), Further-
more, Partalas'”’ found similar performance in both

but at a much lower computational cos

directions based on extensive experiments, but the for-
ward generated ensemble size was smaller.

Therefore, this paper adopts the greedy forward
search algorithm, based on the dimension of probability
voting, combined with the two indicators of accuracy and
complementarity, to selectively integrate the individual
learner set H={h,(x) }/_,. The algorithm is shown in Al-
gorithm 1.

Algorithm 1  Pruning method based on probabilistic multi-

dimension

Input;the set of classifiers to be pruned H = {h,(x)}/_,,

validation set V= {(x,, y,) }'.;, Specify the number of clas-

sifier prunings N, parameter a, Be (0, 1)

Output ; the set of pruned classifiers H*

1. initialization H" «—¢

2 (x)erhn:%(S(x,h), (x,y) eV

3. H «—{h(x)},H—H/{h(x)}

4: repeat:

5. for each h'(x) do in H

6: H<«H UL (x)

7. based Eq. (6) ,calculate S,,«-S(x, H")

8. end for

9. list L«—Sort the individual learners h'(x) in H according
to their corresponding S, values in descending order

10. H(x)<«—Choose the first individual learner A'( x)in L

11: H «{h(x)}, and H~—H/{h(x)|

12: The number of learners in until H" is equal to N

2 Prediction model of users’ online purchase
behavior based on selective integration

This section describes a selective ensemble meth-
od based on probabilistic multi-dimensionality, which
combines the stacking ensemble method, adopts the
greedy forward search algorithm, based on the dimen-
sion of probability voting, and combines the two indi-
cators of accuracy and complementarity. By selective
integration, a user online shopping behavior prediction
model based on this method is finally built.

First of all, it is necessary to train a large number
of base learners as weak learners for ensemble learn-
ing. However, since the weak learners are both good
and bad, in order to avoid under-fitting, it is necessary
to remove weak learners with poor performance. For fit-
ting, it is also necessary to remove weak learners that

perform too well. Through the above steps, a set of
weak learners can be obtained.

The weak learner set is trained as the weak learn-
er of the first layer of Stacking ensemble learning. For
each weak learner, a four-fold cross-validation method
is used for training. The training set is divided into four
parts, one part is selected as the validation set each
time, and the remaining three parts are used as the
training set. The weak learner trains a model based on
the training set, and then the model makes predictions
on the validation set. But note that the model does not
predict the class label, but the probability data corre-
sponding to each class label of the sample.

Each weak learner can repeat the above training
four times, and splice the four predictions, so as to ob-
tain a prediction data based on the training set. At the
same time, the model obtained by each training of the
weak learner will also make a prediction on the test
set, and the prediction data obtained by the weak
learner based on the test set can be obtained by sum-
ming the prediction sets obtained by the four predic-
tions and taking the average value.

Four-fold cross-validation training is performed on
each weak learner, and each weak learner produces a
prediction data based on the training set and prediction
data based on the test set. According to the prediction
probability results based on the training set correspond-
ing to each weak learner, pruning is performed.

First determine the pruning threshold, that is,
specify the number of models after pruning, and then
select a weak learner based on the prediction probability
output of the training set as the initial set, and then use
the remaining weak learners’ predictions based on the
training set output. The probability results are added to
the set, and the evaluation scores are based on accuracy
and complementarity. Finally, the weak learner with the
best score is added to the initial set. For the remaining
weak learners, the above steps are repeated continuous-
ly, and weak learners are selected and added to the set
until the number of weak learners in the set reaches the
threshold. At this time, the weak learners in the set are
the weak learners obtained after pruning.

Then, the predicted category probability results
based on the training set and the test set corresponding
to the selected weak learner set are converted into the
predicted category results, so as to obtain the first layer
output of Stacking ensemble learning. Taking the pre-
dicted category results based on the training set as in-
put, the second-layer training of Stacking ensemble
learning is performed to obtain the second-layer model.
The second-layer model is then used to predict the
first-layer prediction category results based on the test
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set, which can be compared with the real category re-

sults to obtain a model score.
3 Experimental results and analysis

In this section, the selective ensemble method
based on probability multi-dimensionality is compared
with the individual learner method and Stacking ensem-
ble method included in the ensemble through experi-
ments, and the selective ensemble method based on
probability multi-dimensionality is evaluated to verify
the effectiveness of its theoretical results.

3.1 A comparative experiment between the selec-
tive ensemble method based on probabilistic
multi-dimensionality and the individual learn-
er method

In the ensemble learning process, this paper in-
tegrates heterogeneous learners. For a total of 31 learn-
ers generated by GassianNB, LogisticRegression, sup-
port vector classification ( SVC), DecisionTree under
different parameters, the traditional Stacking integra-
tion method is pruned based on the selective integration
method of probability multi-dimensional , and finally 20
single learners are is obtained. Prediction model of user
online purchase behavioris obtained by integration.

For the five indicators of precision, recall, fl _
score, roc_auc, and accuracy, the model obtained by
the selective integration method is compared with the
maximum and average scores of the models generated

by GassianNB, LogisticRegression, SVC, and Deci-
sionTree.

As listed in Table 1, av_GB, av_LR, av_SVC,
and av_DT respectively represent the average values of
the models generated by the above four methods under
the corresponding indicators, and max_GB, max_LR,
max _ SVC, and max _ DT respectively represent the
maximum values of models generated by the above four
methods under the corresponding indicators. PMEP re-
presents the score of the model generated by the proba-
bility multi-dimensional selective integration method
under the corresponding index.

In the table, compare the index scores of each
learner with the scores corresponding to PMEP, and
mark the graph@ ( O ) after the effect is lower (high-
er) than the index score of PMEP.

Observing the table, it can be found that although
the models generated based on GassianNB and Logistic
Regression perform well in precision indicators, they do
not perform well in other indicators because the problem
of user purchase behavior prediction is an imbalanced
sample. In addition, although the scores of the models
generated by SVC and DecisionTree are slightly higher
than those generated by the probabilistic multi-dimension-
al selective integration method, they still perform poorly
on the overall indicators and are not stable. Therefore, it
can be found that the selective integration method based
on probabilistic multi-dimensionality performs better and
is more stable than that of predicting user purchasing be-
havior with unbalanced samples.

Table 1 Performance comparison between PMEP and individual learners

precision recall fl_score roc_auc accuracy
av_GB 0.928 14@ 0.508 235@ 0.656 811 @ 0.726 899 @ 0.691 2@
av_ LR 0.941 575 @ 0.761 939@ 0.841 897@ 0.847 941 @ 0.834 105@
av_SVC 0.924 613 @ 0.829 6330 0.873 652@ 0.866 852 @ 0.860 864 @
av_DT 0.858 428 @ 0.823 6080 0.838531@ 0.814 208 @ 0.81572@
max_GB 0.928 14@ 0.508 235@ 0.656 811 @ 0.726 899@ 0.691 2@
max_LR 0.957 28 @ 0.789 746 @ 0.852615@ 0.851 446 @ 0.841 52@
max_SVC 0.951 974 @ 0.884 2260 0.900 3890 0.886 865@ 0.886 440
max_DT 0.95451@ 0.908 070 0.867 295@ 0.857252@ 0.849 2@
average 0.886 476 @ 0.803 119@ 0.839079@ 0.825939@ 0.822267@
max 0.957 28 @ 0.908 070 0.900 3890 0.886 865 @ 0.886 440

PMEP 0.975 694 0.821 584 0.892 031 0.896 634 0.884 56

Experimental results show that the model obtained
by the selective ensemble method for heterogeneous
learners is far more effective than the model obtained
by a single learner.

3.2 Comparative experiment between selective inte-
gration method based on probability multi-di-
mension and Stacking integration method

Compared with the Stacking ensemble method that
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integrates all classifiers, the selective ensemble method
can not only reduce the ensemble size, but even im-
prove the generalization performance. In order to verify
the effectiveness of the selective integration method
based on probabilistic multi-dimensionality in the pre-
diction of users’ online purchase behavior, this paper
combines several evaluation indicators commonly used
in classification problems, and records the selective in-
tegration method based on probability multi-dimension
and Stacking integration method. The comparison of the
following five indicators on the prediction of user pur-
chase behavior is given.

The proposed method is compared with Stacking
method and Catboost method' . The experiment re-
sults are shown in Fig. 1 It can be seen that the selec-
tive integration method based on probabilistic multi-di-
mensionality has improved the scores of recall, 1 _
score,, roc_auc, and accuracy. Among them, the recall
index is better than Stacking method, which means that
the method improves the prediction accuracy of users
who may have purchase behavior. At the same time,
the accuracy index is higher than Stacking method, in-
dicating that this method improves the overall predic-
tion accuracy of the model. Although there is a slight
drop in the precision indicator, a small number of us-
ers who will not make purchases may be regarded as
users with purchase intentions. But this will not have a

1 0.977 161 771
0.975 693 592

0.95 .935 407

0.9

Score

0.821 583 626

0.892 031
0.8

8

negative impact on merchants, it will help merchants
attract potential customers. In addition, the improve-
ment of the method on the fl_score index proves that
the method takes into account the precision index and
the recall index of the classification model at the same
time, so that the two can reach the highest level at the
same time and achieve a balance, which is more stable
than the previous method. Finally, the roc_auc index of
the proposed method is the best, which indicates that
the method has improved ability to make reasonable
evaluations in the case of unbalanced samples, and is
more suitable for the problem of user purchase behavior
prediction with unbalanced samples.

Furthermore, the experiment results illustrate that
all indexes of the proposed method are also better than
Catboost method, which verifies the effectiveness of the
research work.

Catboost is a gradient boosting decison tree ( GB-
DT) framework based on symmetric decision tree,
which has fewer parameters, supports category varia-
bles and has high accuracy. However, one of the con-
tributions of this paper is to select and integrate differ-
ent types of base classifiers through probability multi-
dimensionality, so as to reflect the diversity, comple-
mentarity and effectiveness of ensemble learning meth-
od and to get better performance and efficiency.

0.896 634 124
0.893 741 575

.855 187

0.884 56
0.880 88

0.843 96

425
8 028 275

0.853 868

)

0813 796 43
0.8 0.785 404
0.75
0.7 - R e
precision fl score accuracy
Evaluation Metrics

H Selective ensemble method based on probabilistic multi-dimension

¥ Stacking ensemble method

# Catboost method

Fig. 1 Comparison of the scores of each indicator of different methods

4 Conclusion

Based on the prediction problem of users’ online
shopping behavior, this paper constructs a user’ s on-
line shopping behavior information dataset through fea-

ture engineering methods such as data preprocessing,
feature construction and screening. At the same time,
in order to improve the prediction accuracy of the mod-
el and reduce the ensemble scale, the traditional Stac-
king ensemble method is pruned. Researches are car-
ried out on how to form individual learner subsets, how
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to integrate the output results of individual learner sub-
sets, and how to determine the prediction performance
of individual learner subsets. The learner subset is con-
tinuously constructed based on the greedy forward
search method, the output of the learner subset is inte-
grated in the dimension of category probability, and the
prediction effect of the learner subset is evaluated
based on the accuracy and diversity. Experiments show
that, for the prediction of users’ online purchase be-
havior, the selective integration method based on prob-
ability multi-dimension is better than the single algo-
rithm without integration and the Stacking integration
method without pruning, in the comprehensive per-
formance of each evaluation index, which achieves bet-
ter prediction results at a smaller scale.
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