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Abstract
The results of face recognition are often inaccurate due to factors such as illumination, noise in-

tensity, and affine / projection transformation. In response to these problems, the scale invariant fea-
ture transformation (SIFT) is proposed, but its computational complexity and complication seriously
affect the efficiency of the algorithm. In order to solve this problem, SIFT algorithm is proposed
based on principal component analysis ( PCA) dimensionality reduction. The algorithm first uses
PCA algorithm, which has the function of screening feature points, to filter the feature points extrac-
ted in advance by the SIFT algorithm; then the high-dimensional data is projected into the low-di-
mensional space to remove the redundant feature points, thereby changing the way of generating fea-
ture descriptors and finally achieving the effect of dimensionality reduction. In this paper, through
experiments on the public ORL face database, the dimension of SIFT is reduced to 20 dimensions,
which improves the efficiency of face extraction;the comparison of several experimental results is
completed and analyzed to verify the superiority of the improved algorithm.

Key words: face recognition, scale invariant feature transformation ( SIFT), dimensionality
reduction, principal component analysis-scale invariant feature transformation (PCA-SIFT)

0　 Introduction

Face recognition is an important branch of com-
puter vision research. It is a subject that belongs to
both the field of biometric recognition and artificial in-
telligence, and also one of the most successful applica-
tions of image analysis and understanding, involving
computer graphics, pattern recognition,artificial intelli-
gence, image processing and other related technolo-
gies[1-3] . The feasibility technology of face recognition
has been studied for more than 30 years, and has been
widely used in business, security, identity authentica-
tion, law enforcement and so on. This technology has
attracted more and more attention, and has gradually
become a dynamic research field.

Face recognition can be divided into frontal face
recognition and multipose face recognition according to
whether the pose changes or not[4] . The former has
high requirements for frontal face posture and is very
sensitive to posture changes, the robustness[5] of the
system is often difficult to guarantee; the latter uses

multiple face images of multiple vision to build a multi-
sample and multi-posetraining set[6], and adds a fea-
ture fusion process after feature extraction[7], so the
recognition rate is high and more universal. However,
further in-depth researches and improvements are nee-
ded for dynamic face recognition and detection as well
as for faces under complex multi background. Face rec-
ognition is an important research field in biometric rec-
ognition technology. Due to the changes of emotion and
environment in the process of facial image acquisition,
such as multi pose expressions, changes in light inten-
sity, change in noise intensity, rotation, scaling scale,
occlusions on the face[8-9] ( glasses, sunglasses, hats,
wound dressings, etc. ), age change, accurate and
powerful face recognition system is facing great challen-
ges. The scale invariant feature transformation (SIFT)
algorithm[10-12] is based on the potential of the image on
the scale space to be invariant to the scale and selec-
tion points of interest, which is independent of image
size, scale scaling and rotation[13] . The algorithm
solves the above problem by using Gaussian differential
function to find extreme points. SIFT feature is based
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on some local appearance interest points on the object.
The processed image can detect the face under the
changes of illumination intensity, noise intensity and
microscopic angle of view, with high stability. In addi-
tion, the detection rate of partial object masking de-
scribed by SIFT features is also quite high, and even
more than three sift object features are enough to calcu-
late the position and direction. However, although SIFT
algorithm can deal with face clearly, it has high dimen-
sionality, high computational complexity and cumber-
some computational process, which seriously affects the
realtime performance of face recognition[14] . The clas-
sical SIFT algorithm has a large amount of computa-
tion, and each feature point contains 4 × 4 × 8 = 128
feature description vectors. Extracting too many feature
points in areas with complex details is prone to produce
false matching. For the realtime performance of target
tracking, the efficiency of SIFT algorithm is extremely
low. In this paper, a SIFT feature extraction and di-
mensionality reduction algorithm based on principal
component analysis ( PCA) [15] is proposed. On the
original basis of the SIFT algorithm in face recognition,
the dimensionality reduction algorithm is used to reduce
the dimensionality, simplify the tedious calculation
process and reduce the calculation complexity, and im-
prove the efficiency of face recognition. The improved
SIFT algorithm has obvious advantages over the original
SIFT algorithm in that it can speed up the processing of
massive data while maintaining the illumination invari-
ance, rotation invariance, scale invariance and occlu-
sion invariance of the original algorithm.

1 　 Face recognition and SIFT algorithm
principle

1. 1　 Face recognition
The face recognition system can be roughly divid-

ed into the following four stages, namely, face image
acquisition and detection, face image preprocessing,
face image feature extraction, face image matching and
recognition[16] . Firstly, the basic process is to collect
images containing facial information through cameras,
scanners, video streams, etc. , and use face detection
technology to detect or track the faces in the images,
judge the location of the faces in the images, determine
and complete accurate positioning of faces. Secondly,
the face image preprocessing technology is used to de-
noise the image obtained in the previous stage of posi-
tioning and normalize the illumination to improve the
face quality, so as to facilitate the extraction of face
features in the next stage. Thirdly, the face image fea-
ture extraction technology is used to extract features of
the face image after the second stage of correction pre-
processing, that is, to extract the features of the main
parts of the face image such as eyes, ears, mouth, and
nose, and perform classification and recognition. Fi-
nally, using the face image matching and recognition
technology, the feature data of the face image extracted
in the previous stage and the feature data collected and
extracted from the face database image are searched,
recognized and matched, so as to distinguish, judge
and recognize the human identity. The specific process
is shown in Fig. 1.

Fig. 1　 The process of face recognition

　 　 As an important biological feature, human face
has the following advantages in the fields of electronic
information security, security protection, human trace
tracking, human-computer interaction and so on.

(1) Universality: a biological characteristic pos-
sessed by all.

(2) Directness and operability: it is convenient to
obtain the face exposed, and the cost of acquisition
equipment is low. The face image can be obtained by
only the camera, and the operation is simple.

(3) Concealment: undetectable to the identifier
at the time of authentication.

(4) Non-contact: it is obtained in a non-contact

manner through shooting equipment, which is easy to
be accepted and promoted.

(5) Security and reliability: in addition to medi-
cal factors, facial features are stable, not easy to lose
and difficult to forge.

1. 2　 Classical SIFT algorithm
1. 2. 1　 Basic principle of algorithm

Based on the image in scale space, SIFT algo-
rithm uses Gaussian differential function to identify po-
tential points of interest that are invariant to scale and
selection. It is a very stable local feature descriptor al-
gorithm. The local feature descriptor extracted by SIFT
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algorithm has strong tolerance for many factors such as
the change of illumination intensity, noise intensity,
rotation, scaling scale, change of micro vision angle
and so on[17] .
1. 2. 2　 SIFT algorithm steps

(1) Establish scale space through Gaussian con-
volution.

(2) Construct a Gaussian difference pyramid to
detect extreme points, and verify the extreme points by

traversal.
(3) Delete extreme points of edge response and

low contrast.
(4) Determine the direction of the feature point

through the gradient histogram.
(5) Create feature descriptors.
The basic flow of SIFT algorithm implementation

is shown in Fig. 2.

Fig. 2　 Basic flow of SIFT algorithm

2 　 Dimension reduction algorithm and im-
proved SIFT algorithm based on dimen-
sion reduction algorithm

2. 1　 Dimensionality reduction algorithm
When processing an image, a large number of fea-

ture points or some more complex feature points are ex-
tracted to improve accuracy, but each feature point will
generate 128-dimensional feature descriptor. Assuming
that the database needs to store an image, SIFT algo-
rithm will decompose it into 400 feature points when
processing the image, which will occupy a lot of memo-
ry and slow down the retrieval speed, which will seri-
ously affect the efficiency. In order to improve this
characteristic of SIFT algorithm, it is necessary to in-
troduce dimensionality reduction technology to reduce
the dimension of 120-dimensional feature vector to 64
dimensions, or even 32 dimensions. The commonly
used dimensionality reduction techniques are principal
component analysis ( PCA) algorithm and linear dis-
criminant analysis ( LDA) algorithm. In this study,
the PCA algorithm is more appropriate.

PCA is one of the most commonly used linear di-
mensionality reduction techniques[18], which takes
many samples of relevant input features as inputs and
outputs orthogonal features as linear combinations of in-
put features. It is an effective method for information
processing, compression and extraction, and has high
efficiency in dimensionality reduction and feature ex-
traction. In essence the PCA method is based on the
K-L transformation principle[19], which extracts the
features of the data to form the feature space, and then
projects the test set to the feature space to obtain the
projection coefficient[20] . In other words, the high-di-
mensional original image is mapped to the low-dimen-

sional space through the projection method, retaining
as many pixels of the original image as possible and re-
moving the pixels with a small amount of information.
The larger the variance of the mapped data, the more
feature points of the original image are retained. Stud-
ies have proved that PCA is a linear dimensionality re-
duction technique that has the least number of pixels
lost in the original image. Therefore, PCA algorithm is
used to reduce the dimensionality of the image.

The main idea of PCA is to construct a series of
linear combinations of original features to form low di-
mensional features. In this way, it can not only remove
the correlation of the data, but also keep the variance
information of the original data to the greatest exten-
tafter dimensionality reduction.

The core of the algorithm is to find the maximum
variance. Suppose that W is the projection matrix,
then the projection of the image x in the new coordi-
nates is WTx, the variance is WTxxTW, and the objec-
tive function is

arg maxtr(WTXXTW) s. t. WTW = I (1)
Then use the Lagrangian formula to solve Eq. (1):
XXTW = ( - λ)W (2)
Among them - λ is the eigenvalue of XXT, to re-

duce the image from n-dimension to k-dimension, the
eigenvectors corresponding to k eigenvalues and the
matrix W composed of k eigenvectors are needed.

2. 2 　 Reduced dimensional improvement of the
SIFT algorithm

2. 2. 1　 Principle of PCA-SIFT algorithm
Although SIFT algorithm is applied to face recog-

nition to solve the problems of image rotation, scale
scaling, illumination changes, noise interference and
so on, due to the existence of high-dimensional (128-

282 HIGH TECHNOLOGY LETTERS | Vol. 28 No. 3 | Sep. 2022　



dimensional) feature vectors, the computational com-
plexity is high, the recognition process takes a long
time and the realtime performance is not high. In order
to solve this problem, a SIFT algorithm based on PCA
dimensionality reduction is proposed. Using the PCA
algorithm with the function of filtering feature points,
the feature points extracted in advance by SIFT algo-
rithm are filtered, and the high-dimensional data are
projected into the low-dimensional space to remove re-
dundant feature points, thereby changing the way of
generating feature descriptors and achieving the effect
of dimensionality reduction, as shown in Fig. 3.

Fig. 3　 Projection target of PCA algorithm

2. 2. 2　 Calculate the projection matrix
The calculation of the PCA-SIFT projection matrix

mainly involves the following steps.
(1) Use the SIFT algorithm to extract the feature

points in the training set, and the number is recorded
as n.

　 　 (2) Divide a 41 × 41 neighborhood window and
rotate the coordinate axis to the main direction of each
feature point when generating a feature descriptor for
each feature point. Remove the edge pixels of the four
corners, calculate the gradient of each remaining pixel
in the horizontal and vertical directions, and obtain a
description vector of 39 × 39 × 2 = 3042.

(3) Calculate the average vector of the 3042-di-
mensional description vector of the n feature points,
and subtract the average vector from the 3042-dimen-
sional vector of the n feature points, and put the resul-
ting difference into the n × 3042 matrix W.

(4) Calculate the covariance matrix CovW of the
matrix W, and calculate the eigenvalues and eigenvec-
tors of the covariance matrix CovW[21] .

(5) Sort the obtained eigenvalues from large to
small, and select the eigenvectors corresponding to the
first k eigenvalues as the principal component direc-
tions to form a k × 3042 projection matrix, where k is
the dimension of the PCA-SIFT feature descriptor[22] .

The above steps (3) - (5) are pre-calculated,
that is, the projection matrix is calculated in advance
through the same type of image set using the PCA prin-
ciple. After the feature points in the image are calcu-
lated to obtain the 3042-dimensional feature descriptor,
it only needs to be multiplied by the projection matrix
to achieve the effect of dimensionality reduction. Re-
garding the selection of n of the projection matrix, the
value of n can be fixed as needed, or the size of n can
be automatically determined according to the percent-
age of the eigenvalue energy value of the covariance
matrix. The flow chart for its generation of PCA-SIFT
descriptors is shown in Fig. 4.

Fig. 4　 Flow chart for generating PCA-SIFT descriptors
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2. 2. 3　 Generate PCA-SIFT feature descriptor
The steps to generate the PCA-SIFT feature de-

scriptor are as follows.
(1) Rotate the coordinate axis to the main direc-

tion of the feature point, divide a 41 × 41 neighborhood
window, and calculate the horizontal and vertical gra-
dient of each pixel after removing the edge corner pix-
els, that is, a 39 × 39 × 2 = 3042 dimensional descrip-
tion vector.

(2) Multiply the vector by the projection matrix
obtained in the previous section to obtain a k-dimen-
sional eigenvector.

3　 Discussion

In this paper, Python is used as the experimental
test language, and the ORL face database[23] is select-
ed for experimental comparison. The ORL face data-
base contains 40 people, each of whom has 10 gray im-
ages with different expressions, gestures or occlusion to
varying degrees. The number of the pictures is 92 112.
This is currently one of the most used face databases
for research on face recognition. Fig. 5 shows some of
the images in the ORL face database.

Fig. 5　 Partial face images in ORL face database

3. 1 　 Determination of the optimal dimension k
value

　 　 Before image processing, PCA algorithm is selected
to reduce the dimensionality of the image, and the accu-
racy rates when the dimensionality is reduced to 40,
30, 20, and 10 respectively are shown in Fig. 6.

In summary, the recognition rates of different di-
mensions are shown in Fig. 7.

In this article, k = 20 is set, which means that the
128-dimensional feature descriptor of SIFT will be re-
duced to the 20-dimensional PCA-SIFT feature descrip-
tor, and then the experimental results are analyzed and
compared.

Fig. 6　 Comparison of recognition accuracy of different reduced dimensions
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Fig. 7　 Synthetic graph of recognition accuracy of
different dimensions

3. 2　 Algorithm test and algorithm comparison
In view of the influence of different expressions,

posture changes, obstructions, scaling and other fac-
tors, the following four sets of experiments show the
effects of the algorithm, as shown in Fig. 8.

　 　 The algorithm was tested on the ORL face library
by selecting i( i = 1, 2,…, 8, 9) images from each
person as training samples, training the support vector
machine (SVM) under the optimal parameters to ob-
tain the SVM model, and the remaining j( j = 10 - i)
images as test samples, labelled in turn as i + 1 ima-
ges, i + 2 images,…,10 images. The test results are
shown in Table 1.

Fig. 8　 Generating rendering of feature descriptor under
multiple factor interference

Table 1　 Test results (the recognition rate / % )
Training sample Image 2 Image 3 Image 4 Image 5 Image 6 Image 7 Image 8 Image 9 Image 10
1 piece / person 90. 00 90. 00 80. 00 90. 00 80. 00 90. 00 90. 00 90. 00 80. 00
2 piece / person 　 100. 00 90. 00 90. 00 90. 00 90. 00 90. 00 100. 00 80. 00
3 piece / person 　 　 100. 00 90. 00 90. 00 90. 00 90. 00 100. 00 80. 00
4 piece / person 　 　 　 100. 00 100. 00 90. 00 90. 00 90. 00 90. 00
5 piece / person 　 　 　 　 100. 00 100. 00 100. 00 90. 00 90. 00
6 piece / person 　 　 　 　 　 100. 00 100. 00 100. 00 100. 00
7 piece / person 　 　 　 　 　 　 100. 00 100. 00 100. 00
8 piece / person 　 　 　 　 　 　 　 100. 00 100. 00
9 piece / person 　 　 　 　 　 　 　 　 100. 00

　 　 It can be seen from Table 1 that when the number
of training samples exceeds 6 pieces / person, the rec-
ognition rate is 100% ; when the number of training
samples is only 1 piece / person, the recognition rate
can reach 85% , and the average recognition rate of the
algorithm is 97% . The average recognition rate is bet-
ter than the face recognition rate in Refs[24-27]. It
can be seen that the algorithm has a higher recognition
rate than the general SVM algorithm and PCA algo-
rithm. The comparison of different face recognition al-
gorithms is shown in Table 2.

Table 3 shows the comparison of the advantages
and disadvantages of the SIFT algorithm and the PCA-
SIFT algorithm.

The comparison of the operation time of the two
algorithms is shown in Table 4. The comprehensive
time-consuming of the PCA-SIFT algorithm is signifi-

cantly lower than that of the SIFT algorithm.

Table 2　 Comparison of different face recognition algorithms
Face recognition algorithm Recognition rate / %

KICA + PCA 93. 00
PCA + SVM 93. 50
PCA + PSO 91. 00

PCA + AdaBoost 96. 33
SIFT 90. 13

PCA + SIFT 97. 00

4　 Conclusions

By comparing the PCA-SIFT algorithm with the
traditional SIFT algorithm, the descriptors obtained by
the PCA-SIFT algorithm under the conditions of rota-
tion, scale transformation, perspective transformation,
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Table 3　 Comparison of advantages and disadvantages between SIFT algorithm and PCA-SIFT algorithm
Algorithm Channel Advantage Disadvantage

SIFT 128 Easy to understand, easy to develop, and applicable
to a wide range

High dimensionality, complex and
tedious calculation

PCA-SIFT Variable, can be
20 or less

The dimensionality is reduced while basically
maintaining the invariance, thereby reducing

the calculation time

The projection matrix is only suitable
for images at the same scale

Table 4　 Time consuming comparison between SIFT algorithm and PCA-SIFT algorithm
Algorithm SIFT PCA-SIFT

Time / s
Generate feature

descriptor
1. 56

Image matching
2. 31

Generate feature
descriptor

1. 63

Image matching
0. 56

Sum / s 3. 87 2. 19

and feature recognition and matching, the time con-
sumed to generate feature descriptors is almost the
same as that of traditional SIFT algorithms. However,
the time consumed in image matching is much less than
that of traditional SIFT algorithms. It can be seen that
the descriptors generated by PCA-SIFT are of higher
quality and faster.

PCA is used to reduce the dimension of the SIFT
algorithm, which greatly improves the efficiency and
speed of face recognition. Face recognition can be ap-
plied to security systems such as surveillance to im-
prove the real-time as well as timeliness of the system.
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