
　 doi:10. 3772 / j. issn. 1006-6748. 2022. 01. 007

Personalized movie recommendation method based on ensemble learning①

YANG Kun(杨　 堃), DUAN Yong②
(School of Information Science and Engineering,Shenyang University of Technology, Shenyang 110870, P. R. China)

Abstract
Aiming at the personalized movie recommendation problem, a recommendation algorithm in-

tegrating manifold learning and ensemble learning is studied. In this work, manifold learning is used
to reduce the dimension of data so that both time and space complexities of the model are mitigated.
Meanwhile, gradient boosting decision tree (GBDT) is used to train the target user profile prediction
model. Based on the recommendation results, Bayesian optimization algorithm is applied to optimize
the recommendation model, which can effectively improve the prediction accuracy. The experimental
results show that the proposed algorithm can improve the accuracy of movie recommendation.
Key Words: gradient boosting decision tree(GBDT), recommendation algorithm, manifold learn-
ing, ensemble learning, Bayesian optimization

0　 Introduction
Recently, computer technology and Internet tech-

nology are constantly evolving. Internet has brought a
huge amount of information and data. This aggravates
the phenomenon of information overload. Although the
resources for users to select increase, it is difficult to
obtain effective information from a large amount of da-
ta. Therefore, improving the efficiency of information
utilization is a critical issue in the development of con-
temporary Internet. At present, there are many ways to
filter information. However, these methods can only
meet the mainstream demands of users without consid-
ering personalizations. Therefore, the problem of infor-
mation overload has not been well solved. On the other
hand, as an effective way of data screening, the prob-
lem of information overload can be solved through per-
sonalized recommendations[1-2] .

Collaborative filtering and the content-based rec-
ommendation are algorithms widely studied. The term
‘collaborative filtering’ was first proposed in Ref. [3].
The content-based recommendation algorithm uses at-
tribute characteristics to build model. It is based on the
feature data of the items that users like. It learns from
user profiles, matches features of user profiles to attrib-
ute features of items and finally carries out personalized
recommendation for users. In 2017, Ref. [4] proposed
interest points recommendation algorithm considering
real-time traffic information. The algorithm fused user
interest points and real-time traffic support to form the

final recommendation result. Ref. [5] used multi-at-
tribute networks and clustering technology to form one
content-based multi-attribute network recommendation
algorithm. It alleviated sparse data problem in some
degree. In 2018, Ref. [6] proposed a new content-
based film recommendation algorithm. This algorithm
solved the problems of inaccurate content similarity cal-
culation and user profiles changing with time in con-
tent-based recommendation algorithm. This algorithm
fused film review content similarity and long-short-term
interest model to calculate film similarity. Different
recommendation algorithms are combined to form a hy-
brid recommendation algorithm recently. Ref. [7] pro-
posed a hybrid recommendation algorithm combining
user clustering and rating profiles. Ref. [7] used data
mining knowledge and collaborative filtering algorithm.

It is a trend to apply machine learning in the field
of recommendation algorithm. Ref. [8] proposed a
support vector machine ( SVM) collaborative filtering
top N recommendation algorithm. This algorithm was
based on positive and negative feedbacks. Ref. [9]
proposed a collaborative filtering algorithm combining
user profiles classification and dynamic time. This al-
gorithm was based on decision tree classification tech-
nology. Ref. [10] used BP neural network technology.
This algorithm alleviated the sparsity problem.
Ref. [11] studied collaborative filtering algorithm
based on Bayesian network technology. There are many
researchers who use ensemble learning to study recom-
mendation algorithm. Ref. [12] proposed a multi-agent
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framework algorithm based on decision tree technology.
In 2020, Ref. [13] proposed a recommendation algo-
rithm by training a single network in a set and integra-
ting it into the same learning. Personalized recommen-
dation algorithm based on ensemble learning has be-
come one of the hot spots in the field of recommenda-
tion.

The content-based recommendation algorithm needs
thorough content analysis. In the era of large data,
there are a lot of connections between users and items.
The algorithm needs rich item content description and
complete user profiles before recommending. Using a
single weak learners for content analysis is often not
thorough enough and the accuracy is low since the sta-
bility of the model is poor with insufficient user experi-
ence.

A content-based personalized recommendation meth-
od based on ensemble learning is studied to solve these
problems. Ensemble learning constructs multiple weak
learners to generate recommendation model iteratively.
The model can accurately predict the user behavior.
Besides, ensemble learning can flexibly process various
types of data. It has robust loss function. And it can
more effectively obtain the potential user behavior in-
formation. The recommendation model based on en-
semble learning has higher prediction accuracy and
more stable performance.

Based on the movie data set, this paper studies
personalized recommendation method. It predicts the
user profile according to user behavior information and
movie attribute information. It predicts essentially users
ratings of movies. Then it sort the ratings. Finally, it
recommends movies with high ratings to users. This
study uses ensemble learning to build the personalized
movie recommendation model. It uses manifold learn-
ing to reduce dimension processing. Based on this, a
personalized recommendation model having manifold
learning and ensemble learning fused is built. Bayesian
parameter optimization method is used to further opti-
mize the model and improve its accuracy.

1 　 Personalized movie recommendation
method based on ensemble learning

1. 1　 Movie recommendation problem description
Personalized recommendation is the process of

recommending items to users according to their pro-
files. Movie recommendation is to predict the user’ s
degree of preference in unknown movies according to
user’s demographic information and movie information
rating information. Then it will recommend movies that
interest users. The higher the rating, the higher the us-
er’s preference in the movie.

Based on this, this paper uses ensemble learning
to build a personalized movie recommendation model.
Firstly, user-movie associated data is trained. Then,
the user rating prediction model is built and this model
is sorted according to the prediction. Finally, the mov-
ies with high rating are recommended to users. Mean-
while, the user’ s recommendation list is obtained. It
can be seen that the personalized recommendation
problem is to predict the user’ s rating of an unknown
movie. The accuracy of the predicted rating determines
the accuracy of the recommendation.

1. 2 　 Personalized movie recommendation method
based on ensemble learning

　 　 Based on the study of content-based recommenda-
tion algorithm, this paper studies the content-based
recommendation algorithm based on ensemble learning.
The movie recommendation method based on ensemble
learning integrates the prediction results of multiple
weak rating prediction learners to form a strong rating
prediction model. This method does not only refer to a
single rating prediction algorithm, but also applies the
idea of fusing multiple weak learners to form a strong
learner. Furthermore, on the eve of model building,
manifold learning dimension reduction method is select-
ed to reduce the data storage cost and time and space
complexities of the model. At the same time, Bayesian
optimization method is used to optimize the model pa-
rameters in the process of using this method to train the
model, and finally a rating prediction model with high
prediction accuracy is built. This method can not only
avoid over-fitting, but also improve the generalization
and stability of the model and achieve better recom-
mendation performance. The overall process of this
study is shown in Fig. 1.
1. 2. 1　 Feature engineering

Feature engineering is to select better data fea-
tures from the original data by a series of engineering
methods. The aim is to improve the training effect of
the model. Feature engineering includes data prepro-
cessing and data dimension reduction in the proposal of
this paper.

(1) Data preprocessing
Before modeling, method in this paper prepro-

cesses the data, which includes data association, data
format transformation, feature construction and normal-
ization processing. Rating data, user feature data and
movie feature data are associated to obtain the ‘ user-
movie’ association data. After processing, the method
used in this paper analyzes data types and transforms
them into types of data that ensemble learning can han-
dle.
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Fig. 1　 Overall flow chart

　 　 Through the analysis, the same movie can be
classified into multiple movie types at the same time,
and the same movie type contains multiple movies.
This paper uses One-Hot encoding to encode movie
types and extends them to multiple columns.

In addition, this paper carries out feature con-
struction. The number of movies reviewed by users is
counted as a new user feature, namely user activity.
The more users comment on movies, the more valuable
the data is.

Finally, all the data are normalized by

v′i =
vi - median

IQR (1)

where, vi is the original value of the data sample, me-
dian is the median of the data sample, IQR is the
quartile distance of the data sample.

(2) Data dimension reduction
In this paper, manifold learning is used to reduce

dimension. It can effectively shorten the training time.
And it can improve and optimize training results. Lo-
cally preserving projection (LPP) is a manifold learn-
ing dimension reduction method. It preserves the spa-
tial relationship between the distant and near intimate
sample pairs in projection mapping.

LPP algorithm is used to solve the eigenvalue
problem of sparse matrix to find the global optimal so-
lution analytically. At the same time, LPP algorithm
makes the points close to each other in the high space
and also close to each other in the low dimensional
space. This algorithm has high efficiency and the low-
est loss of information.

The data set used in this paper contains multiple
rating data information, movie data information and us-
er attribute information for multiple movies, which be-
long to nonlinear data. Manifold learning can deal with

this part of data well and is more suitable for the prob-
lems to be solved in this paper. LPP method is to con-
struct the affinity-disaffinity relationship between the
sample pairs in the space, and maintain this relation-
ship in the projection, so as to reduce the dimension
and preserve the local neighborhood structure of the
samples in the space. This method builds a graph con-
taining neighborhood information of data set, and cal-
culates a transformation matrix that maps data points to
subspace by using the concept of Laplace transforma-
tion of graph. This linear transformation preserves local
neighborhood information optimally in a certain sense.
The representation map generated by the algorithm can
be regarded as a linear discrete approximation of the
naturally generated continuous map of manifold geomet-
ric properties. When the high-dimensional data is loca-
ted on the low dimensional manifold embedded in the
ambient space, the local preserving projection is ob-
tained by finding the optimal feature approximation of
the characteristic function of Laplace Beltrami opera-
tor. Therefore, compared with other dimensionality re-
duction methods, LPP has many nonlinear techniques
such as Laplacian eigenmaps or locally linear embed-
ding, which can not only transform data more accurate-
ly, but also have higher conversion efficiency. But at
the same time, this method can’t preserve the global
geometry of manifold effectively.

In this study, the high dimension user-movie data
is projected to the low dimension. And the relationship
with the original space location is consistent. Suppose
that the user-movie data sample in the original space is
(age, title, occupation. . . ) . The corresponding points
in lower dimension space are defined as Y = (y1, y2,
y3 . . . ) . And suppose the data in the original sample
space is X = (x1, x2, x3 . . . ),then position relation-
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ship between X and Y is consistent after dimension re-
duction.

The objective function formula of LPP algorithm is

min
yi
∑

n

i = 1
∑

n

j = 1
‖yi - y j‖2ωij (2)

where, ωij represents the distance weight coefficient
between data i and data j in the original user-movie da-
ta sample space. LPP algorithm steps are as follows.

Step 1 Building the diagram. The Euclidean
distance between the original space points and all the
points outside the user-movie data is calculated. The
formula is

‖xi - x j‖2 < ε (3)
In Eq. (3), ε is the threshold set manually. If the

distance is less than ε, an edge is established between
the two samples.

Step 2 Determining the weight. If the user-movie
data sample points i and j are connected, then the ker-
nel heat function of weight is

ωij = e -
‖xi-xj‖2

t (4)
　 　 Otherwise, ωij = 0, t is a manually set real num-
ber greater than 0.

Step 3 Calculating the projection matrix. The
formula is

XLXTα = λXDXTα (5)
Dii = ∑

j
ωij (6)

L = D - W (7)
where, D is a diagonal matrix, the values of the ele-
ments on the diagonal are the sum of the rows (or col-
umns) of the adjacency matrix W, L is a Laplacian
matrix.

Suppose that the solution of Eq. (4) is a0, a1,
…, al-1 . Their corresponding eigenvalues are sorted
from small to large. The projected transformation ma-
trix is

A = (a0, a1,…, al -1) T (8)
1. 2. 2　 Build the user-movie rating prediction model

Personalized movie recommendation is to predict
the user profile for the movie and then recommend it.
In this paper, GBDT method is used to train the rating
prediction model. Since GBDT method is suitable for
low dimensional data, the original data is firstly pro-
cessed by feature construction and dimension reduc-
tion, which effectively reduces the time and space
complexity of the model at the data level. And on the
basis of no loss of information, reducing data dimen-
sion can be more conducive to model learning, reduce
model training time, improve model learning perform-
ance and effect. Finally, the preprocessed data is used
as the input of the model, and the GBDT method is

used to establish the movie personalized recommenda-
tion model. Then the obtained data is used as the input
of the model. The GBDT method is used to build the
personalized movie recommendation model, which is
used to predict user ratings.

GBDT is an iterative decision tree rating predic-
tion method, which has the ability of automatic combi-
nation of features and high efficiency. GBDT can deal
with non-linear data and various types of data flexibly,
including continuous values such as user activity and
discrete values such as user age. GBDT method is
through multiple iterations, each iteration produces a
decision tree, and each decision tree is trained on the
basis of the residual error of the previous round of deci-
sion tree, so the prediction accuracy of GBDT method
is higher. In addition, GBDT has robust loss function,
and the model trained by this method has the advanta-
ges of better stability, stronger robustness and higher
accuracy. Based on this, GBDT method is used to
train the rating prediction model.

This paper builds the user rating prediction model
for the movie based on GBDT. And it uses multiple
rounds of iterative decision tree. Then each iteration
produces a weak learner. Each weak learner is trained
on the basis of the rating residual of the previous
round. Finally, a strong learner is got.

It is assumed that ft(x) represents the rating pre-
diction learner of the t-th round. ht(x) represents the
t-th score prediction decision tree. The formula which
defines rating prediction model based on GBDT is

ft(x) = ∑
T

t = 1
ht(x) (9)

GBDT adopts forward stepwise algorithm. The
model of step t is formed from the model of step t - 1.
The formula is

ft(x) = ft -1(x) + ht(x) (10)
The loss function of rating prediction is defined as
L( ft(x), y) = L( ft -1 + ht(x), y) (11)
According to the samples in each leaf node of the

score prediction decision tree, the output value ctj to
minimize the score loss function is obtained as

ctj = arg min ∑
xi∈Ri, j

L(yi, ft -1(xi) + c) (12)

where, yi is the true value of user rating. In this round
rating prediction decision tree, c is the fitting function.
The formula is

ht(x) = ∑
J

j-1
ct, jI(x ∈ Ri, j) (13)

In consequence, this round of rating prediction
strong learner is

ft(x) = ft -1(x) + ∑
J

j = 1
ct, jI(x ∈ Ri, j) (14)
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The iterations will be continued until the loss
function converges. The method of gradient boosting is
used to integrate multiple rating prediction decision
trees. The problem of over fitting can be solved effec-
tively.
1. 2. 3　 Model optimization

Movie personalized recommendation is to recom-
mend movies to users by predicting their ratings. The
accuracy of rating prediction determines the recommen-
dation accuracy of the recommendation model. GBDT
controls the prediction effect of the whole model by
multiple hyper parameters, such as learning rate,
max depth, min samples leaf, min samples
split and n estimators. Usually in the process of mod-
el training, it is necessary to adjust the hyper parame-
ters to change the complexity of the model and select
the optimal hyper parameter combination, so that the
model has good learning performance and effect. Com-
mon hyper parametric optimization methods include grid
search, greedy algorithm and Bayesian optimization.

Grid-search finds the most suitable parameter
combination from all. It gets the best parameter based
on the global characteristics. However, when the data
set is large and there are many parameters, the grid
search needs a lot of time. Greedy algorithm selects the
optimal solution at each step. However, the global fea-
tures are not fully considered. Bayesian optimization
algorithm has significant effect in dealing with the input
characteristic variables and numerical variables of cate-
gories, which can better solve the problems existing in
the above two methods. Based on this, this paper uses
Bayesian optimization method to optimize the hyper pa-
rameter of the rating prediction model based on GBDT,
so as to improve the recommendation accuracy and per-
formance of the model.

The process of Bayesian optimization of GBDT
model is as follows. Firstly, the acquisition function is
constructed based on the past evaluation value of the
objective function. The objective function is defined as
that the function input is all the hyper parameters of
GBDT, and the output is the negative mean absolute
error(MAE) value of the model after 5-fold cross vali-
dation. The hyper parameter combination of the next
GBDT is calculated by the acquisition function; Then,
GBDT selects the given hyper parameter combination
for training, and calculates the MAE value ; Finally,
the hyper parameter combination of maximizing the ob-
jective function is found by cyclic iteration.

Bayesian optimization algorithm is used to opti-
mize the GBDT ranting prediction model. This algo-
rithm is based on the past evaluation value of the ob-
jective function to construct the acquisition function.

Finally, the parameter values of the minimization ob-
jective function are found. Suppose that the range of
parameters to be optimized in GBDT rating prediction
model is X = (x1, x2, x3,…, xn). The inputs of the
objective function f are all the parameters of GBDT.
The output of f is the MAE value of 5-fold cross valida-
tion of the rating prediction model. The process of
Bayesian optimization of GBDT rating prediction model
is shown as Algorithm 1.

Algorithm 1 Bayesian optimization GBDT

Input: f: objective function
X: parameter search space
S: acquisition aunction
GBDT rating prediction model

Output:xj←max( f)
1. Initialize dataset D = (x1, y1),…,(xn, yn),where yi =

f(xi);
2. The GBDT rating prediction model uses the selected pa-

rameter combination xi for training, calculate f(xi);
3. Use the acquisition function to calculate the next parameter

combination to the parameter xi + 1;
4. Repeat steps 2 and 3 for T iterations.

2　 Experimental results and analysis

In this paper, the experimental process first car-
ries out data preprocessing, including data association,
data format conversion, feature construction and data
normalization. Then manifold learning is used to re-
duce the dimension of the data, and GBDT method is
used to build the personalized movie recommendation
model. Finally, Bayesian optimization algorithm is
used to optimize the model.

MovieLens dataset has been used by the majority
of researchers. It is the most classic dataset in the rec-
ommended research field. In this experiment, Mov-
ieLens 1 M dataset was used. The dataset contains rat-
ing data from more than 6000 users, more than 3900
movies and more than 1 million ratings. Each user eval-
uates at least 20 movies. Ratings are integers between
1 and 5. The higher the rating, the higher the user’ s
preference for the movie. This dataset contains the
movie category, user occupation, gender, age and oth-
er feature data.

In this paper, the k-fold cross validation method
is used to verify the performance of the model. k-fold
cross validation first splits all data into k subsamples,
selects one of them as test set without repeating, and
other k - 1 samples are used for training. A total of k
times are repeated, and the results of average k times
obtain a single estimation. In order to select optimum
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k, it must be weighed between deviation and variance.
If k is small, a large deviation will be obtained in esti-
mating the test error, but the variance will be small; If
the k is larger, the deviation will be smaller and the
variance will be larger.

The estimation of the average prediction error by
cross validation is related to the amount of data. If the
sample data is small, the data set will be smaller after
the data is segmented by cross validation, which will
easily lead to large estimation deviation. Therefore, in
general, if the sample data is sufficient, 5-fold cross
validation is a better choice[14] . The MovieLens dataset
used in this paper has sufficient sample data, so this
paper finally selects the 5-fold cross validation method
to evaluate the prediction error of the algorithm and
verify the model performance.

In this experiment, the user-movie association da-
ta is obtained after feature engineering. A personalized
recommendation model based on GBDT is built. The
performance of the model was verified by 5-fold cross
validation. MAE was used to evaluate the model. MAE
reflects the actual situation of prediction error. Low
MAE value means low prediction error and better pre-
diction result. MAE is defined as

MAE(o, p) = 1
m∑

m

i = 1
| o - p | (15)

here, o is the user’ s observation value of the movie
rating, p is the predicted value of the user’ s score on
the movie.

In the experiment, in order to verify the superiori-
ty of the model, this paper chooses linear regression,
decision tree regression, random forest regression and
multi-layer perceptron regression as the comparison
models. At the same time, it is compared with the tra-
ditional collaborative filtering algorithms, including us-
er-based collaborative filtering ( UserCF) and item-
based collaborative filtering ( ItemCF). The MAE of
each movie rating prediction model obtained is shown
in Fig. 2. The experimental results show that the pre-
diction error of the rating prediction model constructed
by machine learning method is obviously lower than
that of UserCF and ItemCF. At the same time, it can
be seen that the GBDT method of ensemble learning in
machine learning method is better, and the error in
solving the prediction of movie rating is smaller. The
accuracy of model is higher, and the accuracy of movie
recommendation to users according to the rating is
higher, and the recommendation performance is better.

In order to verify the effectiveness of manifold learn-
ing dimension reduction, the original dimension data are
tested under the proportion of 25% , 50% , 75% and
100% . The experimental results are shown in Fig. 3. It

Fig. 2　 Model comparison of MAE results

Fig. 3　 Comparison results of LPP methods

is clear that the data error after dimension reduction is
higher. The reason is that the data dimension reduction
will bring loss to the original data features. By increas-
ing model training times, data information can be
mined at a deeper level.

Then, it further verifies the superiority of the re-
duced dimension data in error, and still use the method
of dimension partition in the previous experiment. By
increasing the number of model training, the experi-
mental error results are recorded. Fig. 4 shows the ex-
perimental results. As can be seen from the figure, the
prediction error of the model in the previous stage is
relatively high. However, with the increasing model
training times, it can be seen that the prediction error
of the model is gradually reduced. The error of 50%
and 75% is the smallest. Therefore, data dimension
reduction can improve the accuracy of recommendation.

In this experiment, the dimension is reduced to
75% of the original one. In order to verify the superi-
ority of Bayesian optimization algorithm, grid-search
method and baseline are selected for comparison. The
experimental results are shown in Fig. 5. It can be seen
from Fig. 5 that both grid search and Bayesian optimi-
zation can optimize the model performance to a certain
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Fig. 4　 Experimental results of different numbers of
weak classifiers

Fig. 5　 Comparison of parameter optimization results

extent and reduce the prediction error. And MAE is re-
duced by about 0. 04 by using the grid-search method
compared with the baseline. The error is reduced by
about 0. 08 after Bayesian optimization. Therefore,
Bayesian optimization rating prediction model improves
the accuracy of the model.

In a word, the recommendation algorithm which
fused manifold learning and ensemble learning im-
proves the accuracy of recommendation after the dimen-
sion reduction and model optimization of manifold
learning.

3　 Conclusion
This paper has made full use of item information,

user information and user behavior information. And it
trains the user-item association feature data to build the
scoring prediction model. Then the user’s interest can
be obtained. Compared with the traditional collabora-
tive filtering algorithm and content-based recommenda-
tion algorithm, this study not only improves the accura-
cy of rating prediction, but also improves the efficiency
of information utilization. Manifold learning LPP algo-
rithm is used to reduce the dimension of data. In addi-
tion to reducing the complexity of the model, its gener-
alization and robustness are also improved. GBDT al-
gorithm is used to build the rating prediction model,

and compared with linear regression, decision tree re-
gression, random forest regression and multi-layer per-
ceptron regression model in order to verify the superior-
ity of the personalized recommendation model based on
GBDT. Bayesian optimization method is used to opti-
mize the GBDT model, which further improves the ac-
curacy of the prediction.
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