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Abstract
Aiming at the high computational complexity and low efficiency of the advanced residual predic-

tion (ARP) algorithm in 3 dimension high-efficiency video coding (3D-HEVC), the relationship
between the depth value and ARP is analyzed. A fast ARP algorithm based on the depth value is
proposed, which is implemented on the reconfigurable array processor developed by the project
team. It uses a reconfigurable method to realize flexible switching between interview-ARP and tem-
poral ARP. Experimental results show that while keeping the coding rate and the peak signal-to-
noise ratio (PSNR) basically unchanged, the coding time of the six test sequences is reduced by
16. 21% on average compared with HTM16. 1. In contrast with non-reconfiguration, the average
coding time is reduced by 52% , so the computational efficiency is improved.

Key words: 3 dimension high-efficiency video coding (3D-HEVC), advanced residual predic-
tion (ARP), reconfigurable method

0　 Introduction
In order to adapt to the development of 3D video,

the 3 dimension high-efficiency video coding ( 3D-
HEVC) standard adds a variety of new technologies,
such as inter-view prediction technology[1] . Since both
texture video and depth video inter-view prediction al-
gorithms in the 3D-HEVC test model are executed seri-
ally, reducing the computational complexity of inter-
view prediction has always been a hot spot for scholars
at home and abroad.

Scholars have proposed many optimization algo-
rithms that can reduce the computational complexity of
encoding between viewpoints. One of them is to reduce
the complexity of model decision-making, thereby
speeding up the selection of the main candidate predic-
tion model[2-4] .

After analyzing the coding information of the inter-
view and spatio-temporal correlation, Ref. [5] pro-
posed an adaptive method to terminate the specific
mode decision early, and reduce the calculation com-
plexity of 3D-HEVC while maintaining almost the same
rate-distortion performance. Ref. [6] proposed to skip

the prediction of the mode with a coding unit ( CU)
size of 64 × 64 based on the corresponding CU motion
uniformity model. It could reduce the time of each step
in the texture video coding process, but at the expense
of coding performance. Ref. [7] based on the motion
uniformity of texture video, made the early skip / merge
mode decision and adaptive motion search range adjust-
ment of disparity estimation (DE) and motion estima-
tion (ME). Although this algorithm saves coding time,
it also reduces the coding accuracy between view-
points.

The above method utilized texture image coding
information and improved coding efficiency to a certain
extent by reducing reference frames and skipping relat-
ed coding information. However, the texture map and
the depth map in 3D-HEVC are closely related. By
fully mining the characteristics of the depth map, the
coding efficiency can be effectively improved. The
depth information and motion correlation are used to
quickly select the advanced residual prediction (ARP)
algorithm to speed up the coding speed and reduce the
algorithm complexity.

In terms of parallelism and improving the compu-

　 HIGH TECHNOLOGY LETTERS | Vol. 27 No. 4 | Dec. 2021 | pp. 365-372

①

②

Supported by the National Natural Science Foundation of China (No. 61834005, 61772417, 61634004, 61602377), the Shaanxi Provincial
Co-ordination Innovation Project of Science and Technology (No. 2016KTZDGY02-04-02) .
To whom correspondence should be addressed. E-mail: zhuyun@ xupt. edu. cn
Received on Oct. 9, 2020



tational efficiency of algorithms, the hardware imple-
mentation of multimedia algorithms has been relatively
mature. How to use the reconfigurable configuration
method to ensure the function of the algorithm and im-
prove the flexibility of the algorithm has become a re-
search hotspot. Coarse grained reconfigurable arrays
(CGRA) [8] with massively parallel computing func-
tions and reasonable power consumption has become an
effective solution for multimedia applications.

The reconfigurable computing system uses a very
flexible high-speed computing structure to perform par-
allel processing, combining the flexibility of software
algorithms with the high performance of hardware[9],
while taking into account the flexibility of general-pur-
pose processors and the high efficiency of application-
specific integrated circuits[10] . It has gradually become
a popular architecture[11-13] . Ref. [14] studied a recon-
figurable intra prediction algorithm. Ref. [15] used 64
reconfigurable interpolators to meet different interpola-
tor types. Ref. [16] designed a reconfigurable array
that supports asymmetric execution mode calculations
in two states of on and off for the calculation of sum of
absolute differences ( SAD) values, which can maxi-
mize the use of the hardware resources of the reconfigu-
rable array processor.

The coding efficiency of the above research has
been improved, but the data volume of the video algo-
rithm is relatively large, and there are data correlation
and data independence between different algorithms. If
the application changes, the circuit structure needs to
be redesigned, and the flexibility is low. The reconfig-
urable structure not only has great flexibility in program
design, but also can be reconfigured to adapt to the
evolving characteristics of video algorithms and other
applications, which has more important research signif-
icance. This paper proposes a fast ARP algorithm
based on depth value, and uses the reconfigurable ar-
ray processor developed by the project team to imple-
ment ARP.

The rest of this paper is organized as follows. Sec-
tion 1 analyzes the ARP algorithm in 3D-HEVC. Sec-
tion 2 introduces the reconfigurable implementation of
ARP algorithm based on depth threshold. Experimental
results are shown in Section 3. Finally, Section 4 con-
cludes this paper briefly.

1　 Related work

1. 1　 ARP
The core of ARP in the 3D-HEVC inter-view pre-

diction algorithm is to use the inter-view’s residual in-
formation to reduce the redundancy of inter-views. The

principle of ARP is shown in Fig. 1, where V0 repre-
sents a basic viewpoint, V1 represents a non-basic
viewpoint, Dc represents the current coding block, Dr
represents the temporal reference block of the currently
coded view, Bc represents the inter-view reference
block, and Br represents the temporal reference block
of the base view. According to the reference block type
of the current block, it is divided into temporal ARP
and inter-view ARP.

Fig. 1　 Schematic diagram of ARP

There is redundant information in time and space
between different views. When encoding ARP, motion
estimation is used between the same views to improve
the coding efficiency of motion compensation prediction
(MCP). Disparity estimation is used between different
views to improve the efficiency of disparity compensa-
tion prediction (DCP). Therefore, the entire predic-
tion process has a higher computational complexity.

Since the time interval between two adjacent
frames of the same view is very short, the efficiency of
MCP in the time direction is higher than DCP. In a lo-
cal area block, the correlation in inter-view of pixels
between different views may be greater than the corre-
lation in time. At this time, the efficiency of DCP in
inter-views may be higher than MCP in time. This pa-
per considers the correlation between depth information
and motion, and proposes a fast selection ARP algo-
rithm, which can reduce the complexity of the algo-
rithm and save coding time.

The framework of ARP algorithm is shown in
Fig. 2, where block 1 represents the current coding
block at the current moment, block 2 represents the
reference block between viewpoints at the current mo-
ment, block 3 represents the temporal reference block
of the reference viewpoint, block 4 represents the tem-
poral reference block of the current viewpoint.

If the reference block of the current block is a
temporal reference block, temporal ARP is used at this
time according to Eq. (1). If it is an inter-view refer-
ence block, inter-view ARP is used, according to
Eq. (2). For the prediction accuracy, the residual in-
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formation on the equations introduces a weighting factor
w, which is 0, 0. 5 and 1 respectively.

Block1′ = Block4 + w × (Block2 - Block3) (1)
Block1′ = Block2 + w × (Block4 - Block3) (2)

Fig. 2　 ARP framework

1. 2 　 Statistical analysis of ARP with different
depth values

　 　 Fig. 3(a) represents a texture view of an image.
Fig. 3(b) shows the corresponding depth view,where
the white area represents the closer distance in the 3D

(a) Texture map; (b) Corresponding depth map;
(c) The relationship between color intensity and depth value
Fig. 3　 Texture information and depth information

space, and the black area represents the longer dis-
tance. This paper divides the current coded macrob-
lock into near-area, middle-area and far-area according
to the depth value. As shown in Fig. 3(c), the near-
area is marked as Znear, and the far-area is marked as
Z far . The values of Znear and Z far are 255 and 0, respec-
tively.

In order to obtain the correlation between the
depth value and ARP, this paper divides the current
coded macroblock into near-area, middle-area and far-
area according to the depth value. Set the depth
thresholds Z0 and Z1 as the judgment of the current
macroblock according to Eq. (3). Suppose Z0 = Znear,
Z1 = Z far, and then perform statistics on the selection
results of the temporal ARP and inter-view ARP in dif-
ferent areas.

ZCU > Z0 　 　 　 CU ∈ near-area
Z1 ≤ ZCU ≤ Z0 　 CU ∈ middle-area
ZCU < Z1 　 　 　 CU ∈ far-area

{ (3)

If the selection times of temporal ARP and inter-
view APR are both 0 or if one of them is 0, Z0 and Z1

will decrease by 5 and increase by 5 respectively. Re-
peat the above steps until the number of executions of
temporal ARP and inter-view ARP algorithms in differ-
ent regions is counted, the final depth thresholds Z0

and Z1 can be obtained.
This paper counts the selection ratio of temporal

ARP and inter-view ARP in different areas under dif-
ferent test sequences based on depth threshold. The
texture maps and depth maps quantization parameter
(QP) include (25, 34), (30, 39), (35, 42) and
(40, 45), and the statistical results are shown in Ta-
ble 1.

Table 1　 Statistical results of the selection ratio of temporal ARP and inter-view ARP

Sequences Z0 Z1
near-area

inter-view ARP temporal ARP
middle-area

inter-view ARP temporal ARP
far-area

inter-view ARP temporal ARP

1024 × 768
Balloons 180 90 10. 30% 89. 70% 6. 80% 93. 20% 5. 20% 94. 80%
Kendo 150 70 19. 40% 80. 60% 10. 20% 89. 80% 3. 90% 96. 10%

Newspaper 150 70 10. 50% 89. 50% 9. 40% 90. 60% 3. 90% 96. 10%

1920 × 1088

GT Fly 180 90 5. 10% 94. 90% 12. 70% 87. 30% 11. 70% 88. 30%
Poznan Hall2 80 20 1. 70% 98. 30% 5. 30% 94. 70% 5. 30% 94. 70%
Poznan Street 150 70 4. 40% 95. 60% 19. 80% 80. 20% 11. 40% 88. 60%
Undo Dancer 130 70 5. 10% 94. 90% 10. 60% 89. 40% 10. 60% 89. 40%

1. 3　 Reconfigurable array processor
The array processor used in the experiment is

shown in Fig. 4, including 4 × 4 processor elements
(PEs),a hierarchical configuration network based on
H-tree based reconfiguration mechanism (HRM) and a
global controller. HRM provides a solution to realize

dynamic reconfiguration of different algorithms. The
global controller determines the operation mode and se-
lects appropriate functions of one or more PEs, and
then unicasts and publishes the reconstruction configu-
ration information on the HRM.
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Fig. 4　 Diagram of reconfigurable array processor with HRM

2 　 Implementation of reconfigurable ARP
based on depth threshold

2. 1　 Optimized ARP based on depth threshold
According to the different types of input test se-

quences, the ARP algorithm is optimized based on the
depth threshold. The process is shown in Fig. 5.

First, determine the area to which the current co-
ded macroblock belongs according to the depth thresh-

old. If the current macroblock is a near area, the type
A sequence selects temporal ARP, skipping the inter-
view ARP, type B or C sequence selects temporal ARP
and inter-view ARP. If the current macroblock is a far
area, the type B sequence executes temporal ARP,
skipping the inter-view ARP; the type A or type C se-
quence chooses to execute temporal ARP and inter-
view ARP. In other cases, choose to execute temporal
ARP and inter-view ARP.

Fig. 5　 Optimized ARP flowchart
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2. 2　 Reconfigurable ARP implementation
On the array processor that the project team stud-

ied early, this paper proposes a reconfigurable APR
implementation method, based on the depth threshold
to select switch between temporal APR and inter-view
APR. This method can effectively reduce unnecessary
hardware resource consumption. Fig. 6 shows a sche-
matic diagram of reconfigurable ARP by using a 4 × 4
array structure and transmitting related commands
through the global controller. The specific implementa-
tion process is as follows.

Fig. 6　 Reconfigurable scheme of ARP algorithm

Step 1 Data preparation.
External data and commands are stored on the

host. Instructions or configuration information are load-
ed into on-chip memory.

PE00 loads the original block data from the exter-
nal data input memory (DIM), and then distributes
the data onto PE02 and PE21 through the shared stor-
age in PE. PE01, PE10, and PE20 load Dr, Bc, and
Br, respectively. Bc sends the data onto PE11 when it
obtains the best prediction block.

Step 2 Judgment.
The depth thresholds Z0 and Z1 is stored in PE30.

The area where the current macroblock is located is
judged by Eq. (3). If the current macroblock is a far-
area, the flag 8888 is stored in address 160 of PE30.
If the current macroblock is a near-area or middle-are-
a, the flag 8888 is stored in address 160 of PE30, and
the flag 9999 is stored in address 161. After the judg-
ment is over, two flags can be obtained through the
HRM feedback network, where 8888 represent the
temporal ARP, and 9999 represents the inter-view
ARP.

Step 3 Issue instructions.

If the flag obtained by HRM is only 8888, the
temporal ARP algorithm instruction is issued. The PEs
that can receive instructions are PE01, PE02, PE03,
PE10, PE11, PE12, PE20, PE21, PE22 and PE33.
After all configuration information is issued, use the
CALL instruction to start these PEs works.

If the HRM detects the flags 8888 and 9999 at the
same time, the temporal ARP algorithm is issued first,
and then the completion flag is writen into the shared
memory after completing the execution. When HRM
detects this completion flag through the feedback net-
work, the inter-view ARP algorithm is issued. The
specific PEs issued are PE00, PE01, PE02, PE03,
PE10, PE11, PE12, PE20, PE21, PE22, PE30, and
PE33. After all configuration information is issued, use
the CALL instruction to execute these PEs.

Step 4 Execution.
PE11 calculates the prediction block of the Br

base view temporal reference block. PE02 calculates
the prediction block of Bc. PE21 calculates the predic-
tion block of Dr. The reference block with the smallest
SAD value calculated by the three-step search method
is the optimal prediction block found. The Br predic-
tion block and the Bc prediction block are used as re-
siduals to obtain temporal ARP residual data, which is
stored in PE12. The data obtained by summing the
prediction block of the Dr time-domain reference block
in PE21 and the residual data value in PE12 is stored
in PE33. Finally, the data is output to the external da-
ta output memory (DOM), and a block of temporal
ARP prediction can be obtained.

PE31 calculates the prediction block of the refer-
ence block between Bc views. PE11 calculates the pre-
diction block of the temporal reference block. PE21
calculates the prediction block of the Br base view tem-
poral reference block. The data in PE11 and PE21 are
subtracted one by one, and then the residual block in-
formation is obtained and stored in PE22. The data in
PE31 and PE22 are summed one by one, the final in-
formation is stored in PE33, and finally output to the
DOM, then an inter-view ARP prediction block can be
obtained.

3 　 Experimental results and performance
analysis

3. 1　 Experimental test conditions
The test sequences in this paper includes 1920 ×

1088 sequences (Undo Dancer, Poznan Hall2,
Poznan Street) and 1024 × 768 sequences (Kendo,
Balloons, Newspaper), using the 3D-HEVC Test
Model (HTM) version 16. 1, compiled by Visual Stu-
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dio 2017. The texture map and depth map quantization
parameters QP are specified as (25, 34), (30, 39),
(35, 42) and (40, 45). Three viewpoints are used
for coding, and the coding sequence is from the middle
viewpoint to the left viewpoint and then to the right
viewpoint. The middle viewpoint is the basic viewpoint.
The coding test parameters are shown in Table 2.

Table 2　 Experimental test parameters
Sequence
number Test sequence Resolution Frame

rate
Viewpoint

order
S01 Poznan Hall2 1920 × 1088 25 6-7-5
S02 Poznan Street 1920 × 1088 25 4-5-3
S03 Undo Dancer 1920 × 1088 25 5-1-9
S04 Kendo 1024 × 768 30 3-1-5
S05 Balloons 1024 × 768 30 3-1-5
S06 Newspaper 1024 × 768 30 4-2-6

3. 2　 Performance analysis
As shown in Table 3, the ΔBitrate, ΔPSNR and

Enctime compared with HTM16. 1 under different QPs

Table 3　 Coding performance comparison between the proposed
algorithm and the original HTM16. 1

Sequence QP ΔBitrate ΔPSNR / dB Enctime

Poznan Hall2

25 / 34 0. 3833 - 0. 0332 8. 90%
30 / 39 0. 5100 0. 0236 9. 30%
35 / 42 0. 7334 - 0. 1219 10. 30%
40 / 45 0. 0800 0. 0099 11. 30%

Poznan Street

25 / 34 2. 3570 - 0. 0327 18. 50%
30 / 39 2. 1234 - 0. 0630 20. 80%
35 / 42 0. 3600 - 0. 0455 22. 30%
40 / 45 - 0. 1367 0. 0304 23. 50%

Undo Dancer

25 / 34 10. 8433 - 0. 0422 19. 70%
30 / 39 5. 6933 0. 0214 21. 70%
35 / 42 1. 1733 0. 0984 23. 70%
40 / 45 0. 9534 - 0. 0076 25. 00%

Kendo

25 / 34 - 48. 1693 - 0. 0064 18. 70%
30 / 39 - 30. 5920 0. 0212 18. 80%
35 / 42 - 18. 4840 - 0. 0396 17. 40%
40 / 45 - 10. 6160 0. 0416 17. 30%

Balloons

25 / 34 0. 7160 - 0. 0472 15. 10%
30 / 39 0. 2680 - 0. 0129 13. 50%
35 / 42 - 0. 0120 0. 0124 10. 10%
40 / 45 - 0. 0720 - 0. 0385 15. 30%

Newspaper

25 / 34 0. 4000 0. 0081 12. 30%
30 / 39 0. 4467 - 0. 0002 12. 90%
35 / 42 0. 4840 - 0. 0568 14. 20%
40 / 45 - 0. 0213 - 0. 0325 14. 10%

Average - - 3. 3574 - 0. 0131 16. 45%

are respectively given. It can be seen from the experi-
mental results that the optimized ARP proposed in this
paper based on the depth threshold keeps the Bitrate and
the peak signal-to-noise ratio ( PSNR) basically un-
changed, but Enctime is reduced by 16. 45% on average.

Comparing the optimized ARP algorithm proposed
in this paper with HTM16. 1, Fig. 7 shows PSNR and
structural similarity ( SSIM) comparison curves of the
synthesized image. In Fig. 7(a), most of the PSNR
curves of this method are higher than the PSNR curve
of HTM16. 1. A few PSNR curves are lower than the
PSNR curves of HTM16. 1, and the maximum differ-
ence is less than 2 dB. In Fig. 7(b), compared with
HTM16. 1, only the average SSIM value of S03 is re-
duced by 0. 00916, the other test sequences’ SSIM
value have been improved. Experiments indicate that
the method will not affect the synthesized video quali-
ty.

3. 3　 Reconfigurable experimental results analysis
An optimized ARP algorithm based on depth

threshold is proposed. It uses a data-level parallel
method of reconfigurable implementation of temporal
ARP and inter-view ARP. Table 4 shows the calcula-
tion time of the algorithm during the reconfiguration of
every test sequence. Compared with non-reconfigura-
tion, the experimental results show that the average en-
coding time after reconstruction is reduced by about
52% . This can effectively improve the computational
efficiency of the algorithm.

Table 5 shows the test results using Xilinx’s Vir-
tex-6 XC6VLX550T FPGA chip. The experimental re-
sults show that the reconfigurable method saves 42. 2%
of Slice Registers and 46. 8% of LUTs, saving unnec-
essary hardware overhead. When switching between
temporal ARP and inter-view ARP, it is not necessary
to redesign the circuit structure. This reconfigurable
method can be flexibly configured, which provides
much more flexibility than specific integrated circuit.

4　 Conclusion

Through statistical analysis of the relationship be-
tween depth value and ARP algorithm, this paper pro-
poses an optimized ARP algorithm based on depth
threshold. Experimental results show that compared
with HTM16. 1, the coding time of the test sequence is
reduced by 16. 21% on average when the coding rate
and PSNR remained basically unchanged. The array
processor developed by the project team is reconfigu-
rable to implement the flexible switching of temporal ARP
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(a) PSNR comparison of images after synthesis

(b) SSIM comparison of images after synthesis
Fig. 7　 Comparison of image parameters after synthesis

Table 4　 Comparison of coding time before and after reconstruction
Sequence No-reconfigurable / ns Reconfigurable / ns ΔTime / %

Poznan Hall2 1 179 762 606 412 48. 6
Poznan Street 1 244 032 633 859 49
Undo Dancer 1 254 156 627 078 50

Kendo 1 265 404 645 356 49
Balloons 1 758 490 633 095 64

Newspaper 1 299 110 675 537 48
Average 1 333 492 696 602 52

Table 5　 Performance comparison of hardware parameters
---　 　 　 　 Frequency / MHz Slice Registers / k Slice LUTs / k RAM / FIFO

Only temporal ARP 123. 409 13. 7 39 41. 5
Only inter-view ARP 123. 409 14 40 41
Reconfigurable both of them 123. 320 16 42 31. 5
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and inter-view ARP. Compared with non-reconfigura-
tion, the average coding time is reduced by 52% ,
which improves the computational efficiency of the al-
gorithm and reduces the consumption of hardware re-
sources.
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