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Abstract

In order to realize the intelligent mechanization of the last process of the fruit industry chains,

the identification of fruit packing boxes is researched. A multi-view database is established to de-

scribe the omnidirectional attitudes of the fruit packing boxes. In order to reduce the data redundan-

cy caused by multi-view acquisition, a new binary multi-view kernel principal component analysis

network ( BMKPCANet) is built, and a multi-view recognition method of fruit packing boxes is pro-
posed based on the BMKPCANet and support vector machine (SVM). The experimental results
show that the recognition accuracy of proposed BMKPCANet is 12. 82% higher than PCANet and
3.51% higher than KPCANet on average. The time consumption of proposed BMKPCANet is 7. 74%
lower than PCANet and 29.01% lower than KPCANet on average. This work has laid a theoretical

foundation for multi-view recognition of 3D objects and has a good practical application value.

Key words: boxes recognition, kernel principal component analysis( KPCA) , binary hashing

and clustering, multi-view clustering( MVC)

0 Introduction

As the largest fruit producer in the world"" | Chi-
na is still at an initial stage in the development of fruit
industry mechanization. More and more researchers
have made amazing achievements in orchard fruit iden-
tification and fruit picking. The handling of the fruits
packing boxes is time-consuming and labor-intensive
so the demand for intelligent handling is becoming in-
creasingly urgent. The first thing to be solved is to
identify specific types of fruit boxes based on machine
vision.

Since 3D recognition adds a spatial dimension
more than 2D, the most advanced 3D object detection
There-
fore, it is a better choice that multiple 2D views are
used to describe 3D objects. Su et al. *' established
the multi-view-based convolutional neural network
(MVCNN). The features of multiple views were fused

by the maximum pooling layers. Gao et al. “*' proposed

algorithm is much slower than 2D method'*’.

end-to-end group-pair convolutional neural networks
(GPCNN) , which can solve the small scale problem.
Considering the complementary information between
views, they proposed a novel pairwise multi-view conv-
olutional neural network (PMV-CNN ) subsequently '’

>

in which the feature extraction and target recognition
are unified into convolutional neural network ( CNN ).
The team added the Slice Layer and Concat layer to the
network for separating and integrating data, and estab-
lished a multi-view discrimination and pairwise convo-
lutional neural network ( MDPCNN)'®' | which could
discriminate multi-batch input. Li et al. ') developed a
multi-view-based siamese convolutional neural network
for 3D object retrieval. Yang et al. "®' constructed the
multi-view semantic learning network ( MVSLN ) for la-
ser radar point cloud features. The above researches
have achieved good results and promoted the develop-
ment of multi-view target recognition. However, the
deep learning network models with complex structure
and long training cycle are unfavorable to the practical
application of handling robots for fruit packing boxes.
Therefore, how to build a simple and efficient boxes
identification model is the focus of this paper.

Chan et al. "*’ put forward to simplify the principal
component analysis of network ( PCANet) aiming at the
long training time of the classic CNN parameters. The
network with simple model and high computing power
had been widely used. Kernel principal component
analysis ( KPCA) [0 can realize the nonlinear dimen-
sion reduction and extract the nonlinear characteristics

of data. Wu et al. """ proposed the KPCANet model for

@ Supported by the National Natural Science Foundation of China (No. 52075306).
@ To whom correspondence should be addressed. E-mail; yxh@ sdut. edu. cn

Received on Dec. 22, 2020



HIGH TECHNOLOGY LETTERSI Vol. 27 No. 2| June 2021

201

image classification, which achieved better classifica-
tion results. Therefore, features extraction for fruits bo-
xes are carried out based on KPCANet. Aiming at the
multi-view recognition of fruits boxes, the model de-
fined as BMKPCANet is proposed to reduce the data
redundancy. The experiment results show that the rec-
ognition performance of the proposed method is superior

to PCANet and KPCANet.
1 Multi-view clustering algorithms

The multi-view clustering ( MVC ) has always
been one of the current research hotspots. Clustering al-
gorithms can be divided into graph-based clustering,
subspace-based learning clustering and binary learning
clustering'"?'. In Refs[ 13-15] the graph-based cluste-
ring algorithms, Nie et al. proposed the parameter-free

auto-weighted multiple graph learning ( AMGL) "'

the self-weighted multi-view clustering ( SwMC )™/ |
and the multi-view clustering with adaptive neighbors
(MLAN) ! successively, which can reduce the influ-
ence of the selection of hyper-parameters on the cluste-
ring effect. In the subspace-based learning clustering
algorithms, Zhang et al. '®' proposed the latent multi-
view clustering ( LMSC) method. Linear LMSC and

[17]

generalized LMSC equations were deduced to ex-

plore the potential complementary information of multi-
ple views. Peng et al. '"*) proposed a cross-view mate-
hing clustering (COMIC) algorithm, which eliminated
the impact of artificial selection of parameters. Wang et
al. " proposed an exclusivity-consistency regularity
multi-view subspace clustering (ECMSC) , which com-
bined subspace learning and spectral clustering into a
unified framework. Zhang et al. "' proposed the one-
stage partition-fusion multi-view subspace clustering
(OP-MVSC) algorithm. The algorithm synthesized sub-
space learning, information fusion, and spectral cluste-
ring into a unified framework. It eliminated the influ-
ence of noise and redundant information in the original
data. According to the advantages of the fusion frame-
work, the feature extraction, coding and clustering
were integrated in this work. For the problems of high
computational cost and large memory consumption in

most of the clustering methods, Shen et al. ']

pro-
posed a compressed K-means (CKM). The computa-
tion was further reduced by compressing high-dimen-
sional data into binary code. It was verified that the
method was superior to most other clustering algorithms
in terms of computation and memory consumption while
. ] [22] :
ensuring clustering accuracy. Zhang et al. applied
binary code learning to multi-view clustering and pro-

posed binary multi-view clustering ( BMVC) method.

The final optimization target was determined by con-
structing two partial losses of collaborative discrete rep-
resentation learning and binary cluster structure learn-
ing. It was not difficult to find that the binary coding
learning method could greatly improve the speed of
multi-view clustering and save the storage space while
ensuring the clustering performance. Based on this,
this work combines the binary clustering learning meth-
od in the binary Hash coding stage of KPCANet model,
and establishes a network model suitable for multi-view
target recognition, which is defined as BMKPCANet

model.

2 Recognition algorithm of fruits packing
boxes

2.1 Recognition model construction of fruit pack-

ing boxes

In this work, the multi-view feature method is
adopted to collect images. Multiple two-dimensional
projections of different views are obtained to describe
the characteristics of the fruits packing boxes under the
principle of ensuring that the set of projected views is
as small as possible and can represent multiple com-
mon attitudes of the boxes. The training dataset is in-
put into the two-layer BMKPCANet network for feature
extraction in this work,, which is shown in Fig. 1. The
model is composed of four stages. In the first stage,
kernel principal component analysis is performed on
the preprocessed input image. In the second stage,
kernel principal component analysis is performed on
the output matrix of the first stage. In the third stage,
binary Hash coding and clustering are performed at the
same time. In the last stage, block histogram transfor-
mation is performed on the output clustering feature
and the output is obtained. The model will be intro-
duced in detail in the following section.

2.2 BMKPCANEet clustering features extraction
2.2.1 The first KPCA

Take the obtained image of size m X n as the input
layer, and assume that the patch size is k£, X k,. The
sampling is done by sliding selection. All sampling
blocks are collected and cascaded. If the jth block of
the ith image is «x; ;, the ith image can be represented
as

X =[x, Xias'"s xi,rh'ﬁ:l (1)
where, m and n are the number of patches on rows and
columns, respectively. Then, the patch mean is sub-
tracted from each patch, i.e. ,

X, ;=X ;- me' /m e n (2)

j=17



202

HIGH TECHNOLOGY LETTERSI Vol. 27 No. 2| June 2021

/

el r
i —
e o
=/ i
e—iEiiT SN
| —
| =
1 1 /J-l
=T
Patch-mean ~ KPCA filters Patch-mean KPCA filters |Binary hasl‘{ing Block-wise
Multi-view input layer | Preprocessing | removal convolution removal convolution | and clustering | histogram
s 2 b e s o T
| | The first stage The second stage Output layer |

Fig.1 Two-layer BMKPCANet clustering features extraction model

The local feature matrix of the ith image is ex-
pressed as B

X, = I:xi,l’ xi,Z’""xi,r?uﬁJ (3)

Do the same for other images in the training set
and get a new matrix;:

X = [X17X2’“'7XN:| (4)
where NV is the total number of training set images.
Each column represents a patch, and there are k;, x k,
elements. There are N X mn columns in all. Then the
kernel transformation of the matrix is carried out to cre-
ate the kernel matrix :

K, = ConstructKernelMatrix(X) =[ K, K, -, K,y |
(5)

The commonly used kernel functions include poly-
nomial kernel function, Gaussian kernel function,
PolyPlus kernel function, and polynomial kernel func-

%) The specific selection was introduced in

tion, etc.
the experimental part. The kernel matrix is centered to
obtain K, , and then eigenvalue decomposition is per-
formed for the K. The eigenvectors corresponding to
the previous L, large eigenvalues of the covariance ma-
trix of K, are taken as the filter convolution kernel W, .
It can be presented as

W, = mat, kz(‘]l(KclK;rl 1) = R,

I =1,2,-,L (6)

For the input images I,, the output after principal
component analysis of the first layer is

I =ILQW,, i=12,+,N; =12, L,
(7)
2.2.2 The second KPCA

The output of the first layer is the input of the sec-
ond layer. For the each input image, L, features output
matrixes have produced in the first layer, so there are
L, inputs in the second layer. Then L, x N output ma-
trixes can be obtained for the N images. The mapping

process is the same as the first layer basically, which
includes patches sampling, cascading and mean-remo-
ving. The matrix can be gotten after convolution of N
images and the filter as

¥ = [H, X, =5 ] (8)
All filter outputs are cascaded together to obtain :
Y=[Y,P, -, ¥] (9)

Similarly, each column represents a patch for the
matrix Y, which contains k, X k, elements, and there
are L, x N xmn columns. The kernel transformation of
Y matrix is also performed, and kernel matrix K, is
created as
K, = ConstructKernelMatrix(Y) =[K,, , K,,, -+, K,y ]

(10)

Then K, is obtained by centering the kernel matrix
K, , and eigenvalue decomposition is carried out. The
eigenvectors corresponding to the first L, large eigenval-
ues of the covariance matrix of the centralized kernel
matrix K, are taken as the filter convolution kernel of
the second layer, and then the convolution operation is
performed on the image at the first layer. The output
can be presented as
0-LRW =LV QW,

s.t.i =12, N; 1 =12, L s /=1,2,--- L,
(11)

For each sample, the two layers PCA can produce
L, x L, features output matrixes. Based on the experi-
ence sets of relevant principal component analysis net-
work models " | the proposed network structure set
two filters.

2.2.3 Binary Hash clustering

Binary multi-view clustering algorithm uses binary
encoding technology to solve the clustering problem of
multiple views. It can simultaneously optimize binary
encoding and clustering of multiple views, which can
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solve the problems of big data storage and long-time
operation of previous multi-view clustering algorithms.
It can greatly reduce the calculation time and storage
space, and improve the calculation speed and efficien-
cy. The specific operations are as follows.

(1) Hash encoding of multi-view data

Suppose the obtained multi-view dataset is divided
into M views according to the region. Taking the mth
view as an example, this work defines the output of the
second layer principal component analysis as O)". P
sample points {a]" | iy of the mth view are randomly se-
lected, and the encoding of the data can be done based
on nonlinear RBF mapping as follows:

$(0) = Lexp(~ |07 ~a} || /o),
exp(= |07 -a) | /)] (12)
Where o is the kernel width, ¢( Ofm) e R”is a p-di-
mensional nonlinear embedding for the ith sample from
the mth view. The binary Hash function for O !"
fined as
k= sgn(U"$(07)) (13)

where sgn (

is de-

+ ) is a step function that returns an inte-
ger variable and indicates the sign of the parameters,
and U™ is the mapping matrix for the mth view. In or-
der to make coding better reflect the correlation and
complementarity between multiple views, the optimiza-
tion function is designed as

min 3 (@) (X1
—yz_,varwf"‘))

Y a"=1,a">0,b e {-1,1}™
(14)

where b, is the collaborative binary code for the ith in-

™2 m | 2
16, =k | % +BIU" ¥

stance, a" is the weight of the mth, different views
have different weights, and r > 1 is a scalar quantity
controlling the weights. The mapping matrix is expec-
ted to be as simple as possible, so minimize its L, par-
adigm as min || U" || 5. In order to equalize the distri-

bution of binary code, the variance is maximized that

maxy Z var(hlm e., min( — vy Z llvar(hﬁm) ),

v is a nonnegative constant.

(2) Hash encoding co-clustering model

The clustering model adopts the method of matrix
decomposition. Each encoding b is represented by the
product of a clustering center C and an index vector g.
In order to minimize the decomposition error, the ob-
jective optimization function is defined as follows.

Icnin | b, - Cg, | AZV
.8

s.t. C'1 =0,Ce{-1,1}", g e{0,1}°,

ngji =1 (15)

Since coding and clustering are carried out simulta-
neously in this model, optimization functions Eqs (14)
and (15) are combined together, and the total optimi-
zation function is

minF(U™, B, C, G, a)
= 3@ IB-U(0") |3 +BI U I}
- Lur((U"(0") (U"$(0")") + A | B -CG |}

(16)
s.t. €1 =0,) a"=1,a">0,Be {-1,1{",

CE {_1, l}qXC,G € %07 l}cx", zjg]l :1

(16)
where B=1[b,,-=-, b,]1, G=[g,, -, g,], and A is
regularization parameter.

(3) Optimization

This work divides the optimization problem into
several sub-problems. The optimization process adopts
alternate optimization strategy. In other words, when a
variable is updated, other variables are fixed, and it is
a cyclic updating method in which each variable is up-
dated alternately.

1) Updating U™.
changed, the optimization problem Eq. (16) is trans-

By fixing other quantities un-
formed into
minF(U") = || B -U"$(O") |3 +B|U" ||}

- %tr((UmMOlm))(Um(b(Olm))T)
(17)

Define the derivative is zero by derivation, i. e. ,

(:W;TUW) = 0, the optimal U™ can be obtained as fol-
lows
U" = B$" (0" )W (18)

where W = ((1 - 'y/n)d)(olm)qu(Olm) +BI) ™"

2) Updating B. By fixing other quantities un-
changed identically, the optimization problem Eq. (16)
is transformed into

min ¥ " (&) (| B-U$(0") [})
+A|B-CG|% =uw[B(Y" (a)I+A)B]
~2r[B (Y (@) U$(0") +ACG)] + con
(19)
where con is the constant value with respect to B.
( 2 (a’") "I + AI) is the multiplication of constant

value and unit matrix, which is the constant value,

and tr(B"B) =gl is also a constant value, so the opti-
mization problem Eq. (19) can be rewritten as
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mathr B (z (am) U'"¢>(d ) + ACG) ]

(20)
Because B are encodes, the optimization problem
can be transformed into a sign problem, i.e. ,
= sgn( 2 _(@)'U"$(0") +1CG))
(21)
3) Updating C and G. By fixing other quantities
unchanged but C and G identically, the optimization
problem Eq. (16) is reduced to
min | B - CG | 3

s.t. C'1 =0,Ce {-1,1}",G e {0, 1},
ngji =1 (22)

Same as the traditional K-means clustering algo-
rithm, C and G are iteratively optimized. Fixing the oth-
er variables but C, the work reformulates Eq. (22) as

minF(C) = | B -CG | +p|C1|>

=-2tr(B'"CG) +p || C'1|?* + con

(23)
where p is an arbitrarily large number. Due to the dis-
crete constraint, the discrete proximal linearized mini-

mization ( DPLM) algorithm'**'
scending, and the optimization problem of updating C

is used for gradient de-

is signed. C is updated in the (P + 1) iterations by

C' = sgn(C" - 1/u VF(C")) (24)
where V F(C") is the gradient of F(C").

Updating G. Calculate the Hamming distance H
(b;, c;) between the jth binary encode b; and the ith
cluster centroid ¢;, find the nearest index vector g, for
the jth binary encode b;, then assign weight to 1 and
the others to 0. The optimization solution of updating G
can be obtained by
{1 5 = argmiinH(bj, c

p+1)

”' (25)

gjz:l —
0 otherwise
4) Updating the weight a™.
ties unchanged, the work defines as
IB-U"$(O) ||z +BIU" |}
- Lur((Un¢(0) (U"$(0))")

(26)

Then the optimization weight equation can be writ-

Fixing other quanti-

ten as

mlnz a")’z" Zam=l,a'">0
(27)

The problem is solved by Lagrange multiplier
method. By introducing Lagrange multiplier, the equa-

tion of optimizing @™ is transferred into
. m M m\r_m M
minF (a",n) = zm=1(a )'Z" = q( Zmzlam —1)
(28)

Derivation with respect to a™ and 7 can be ob-
tained as
Bi‘; — r(am)r—lzm _ 7]
:
M m
% = 2 m:la - 1
Defining Eq. (29) as 0,
a" can be written as
am = (zm)l/r/zm(zm)l/r (30)

The optimization of binary Hash clustering has

the optimal solution of

been completed. Binary Hash clustering flow chart is
shown in Fig. 2.
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Fig.2 Binary Hash clustering flow chart
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2.2.4 Block histogram feature output

Since each input I in the second stage will have
L, outputs, the L, outputs binary cell vector is taken as
a whole to participate in clustering optimization. It is
necessary that each optimized clustering feature is con-
verted into decimal code with Eq. (31).

m 5 s m
= 3 )

s.t. Lell,L] (31)

Each pixel of 7" is an integer, and the range is

i

[0, 2"27']. Each pixel T" is divided into Z blocks.

U

‘Training set‘

l

l Image preprocessing l

[

¥
The first KPCA

I T

The second KPCA‘ extraction

S

l Hashing and clustering of binary features l

Clustering
features

Histogram statistics Zhist(T. ) are performed on each
block, and the connection vector is quantified to ob-
tain.

f= [ Zhist(TU) -+, Zhist(TH )" e R 9N
(32)
where, f;' is the final clustering feature vector in the

i

mth view of the ith sample . The whole identification

process of fruits packing boxes based on BMKPCANet

clustering features extraction method is shown in Fig. 3.

‘ Testing set ‘
R—p—
Image preprocessing ‘

The first KPCA ]

The second KPCA

’ Hashing and clustering of binary features

|

}

[ Block histogram clustering feature output ]

{ Block histogram clustering feature output

|

Y

|Training and optimizing classiﬁer} ---------

Fig. 3

3 Experiments and analysis

3.1 Experimental datasets

This work established the multi-view fruits pack-
ing boxes. In addition, in order to test the performance
of the proposed model, the experiment also selected the
public datasets ETH-80 and Coil-100. The specific de-
tails of the used datasets are as follows.

(1) ETH-80'!. There are 8 classes in the data-
set. Each class has 10 image sets, and each image set
has 41 images. The sample objects in each image set
are images of an object from different perspectives,
which contain more and more comprehensive informa-
tion about the object. All images are transformed into
the gray images and resized to 32 x 32 pixel. This work
randomly selects 4 sub-categories in each category for
training, and the other sub-categories are taken as tes-
ting set.

(2) Coil-100*". Coil-100 contains 7200 images
of 100 objects from different views. The size of image
is 32 x 32 pixel. Each image is taken by rotating the
object by 5 ° in the 360 °circle range, and each object

!

Classifier recognize |

|

Recognition results output

Identification process of fruits packing boxes

has 72 images of different angles. This work randomly
selects 20 types of objects as the research targets. After
graying process, 36 images of each object are randomly
collected as the training sets, and the remaining images
are selected as the testing sets.

(3) Fruits packing boxes dataset. The images are
collected at the fruit whole sale market in Zibo, China.
Taking the gray cement floor as the background, video
recording of the boxes at a uniform speed is carried out
in the 180 ° hemisphere range above the ground to ob-
tain the top and side images. It is necessary to guaran-
tee that the boxes occupy more than 70% of the image.
Then the images are captured in accordance with the
time evenly within the videos, and the multi-view bo-
xes images sets are obtained. The dataset consists of 15
kinds of the fruits packing boxes, which is defined as
apple 1, apple 2, apple 3, watermelon 1, watermelon
2, orange 1, orange 2, hami melon 1, hami melon 2,
pomegranate , pear, durian, coconut, banana and pin-
eapple. The packing box of each category is shown in
Fig.4. Every category contains 200 images from differ-
ent views. The images is adjusted to 32 x 32 pixel and
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transformed into gray images. 50 images of each cate-
gory are randomly selected for training, and the remai-

el S W
b

Apple 3 Watermelon 1 Watermelon 2

ning images for testing.

Apple 2

Orange2  Hami melon 1 Hami melon 2 Pomegranate

Banana Pineapple

Coconut

Pear Durian

Fig.4 Categories of fruits packing boxes

3.2 Experimental parameters setting

Since the purpose of this algorithm is to identify
fruits boxes, the fruits boxes dataset is taken as experi-
mental object in the parameters selection. The experi-
mental results are the average value obtained after 10
times. The recognition accuracy is taken as the evalua-
tion index. The above experiment was based on Intel
(R) Xeon(R) CPU E5-1650 v4@ 3. 6 GHz, 64 GB
RAM and NVIDIA GeForce GTX 10808G GPU plat-
forms under the environment of Matlab 2017b and Py-
thon integrated environment Anaconda 3.
3.2.1

This work compares the performance of commonly

Selection of kernel functions

kernel functions such as linear, polynomial, PolyPlus,
Gaussian and Sigmoid kernel functions under the same
BMKPCANet network parameters. Table 1 shows the
expression of each kernel function and the setting of ex-
perimental parameters. Here v;, v; € R ™ are row vec-
tors of the matrix to be converted.

The patch size is set as 5 x5, the block size is set
as 8 x8, and the overlap ratio of block is set as 0. 5.
According to the parameters in Table 1, the compari-
son of different kernel functions on the fruits boxes
dataset is carried out. As shown in Fig.5, it can be
seen that accuracy with the Gaussian kernel function is
the highest compared with other kernel functions.

Table 1 Common kernel functions and parameters selection
Functions Expressions Parameters
Linear K(v;,v;)) = vy +¢ c=0
Polynomial K(v;,v;) = (viva)d d=3
PolyPlus K(v;v,) = [(vp]) +1]° d=3
Gaussian  K(v,,v;) = exp(— [lv;, —v; | 207) o =1
Sigmoid K(v;,v;) = tanh(aviva +c) (z ___1/12

90.8

90.6

90.4

Accuracy/%
=l
o L
e v

%
e
%

89.6

89.4

Linear 'Po]ynomial' PolyPlus " Gaussian

Kernel functions

Sigmoid

Fig.5 Performance comparison of kernel functions
on the fruits boxes dataset

3.2.2 Selection of model parameters

The following parameters are selected based on the
same SVM classifier.

(1) Selection of filters number

The patch size is set as 5 x5. The block size is 8
x 8. The overlapping ratio of block is 0.5. The num-
ber of filters changes from 2 to 14. The recognition ac-
curacy of fruits boxes with different number of filters is
shown in Fig. 6. The line with entitysquares refers to
the recognition accuracy when the number of the first
KPCA filter ranges from 2 to 14. The line with border-
squares refers to the recognition accuracy when the
number of the second KPCA filter ranges from 2 to 14,
while the number of the first KPCA filter is 8. It can
be seen that when the number of KPCA filters is L, , L,
=8, the method has high accuracy. However, larger
number of filters will result in longer running time of
feature extraction, the number of two layers of filters is
set to 8 in this work, i.e., L, =L, =8.

100
90 4
80 1
70 4
60 4
50 1
40 4
304

201 &= BMKPCANet-1

104 ~#~ BMKPCANet-2
0 - - - - - -
2 4 6 8 10 12 14
Number of filters

Accuracy/%

Fig.6 Influence of filter on accuracy

(2) Selection of patch size

Under the premise of selecting L, = L, =8, the
PCA filter needs to meet the condition &k, =L,, L,,
so the minimum patch size is 3 X3, and the maximum
patch size is 13 x 13. The influence of different patch
size on the recognition accuracy of the fruits boxes is
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shown in Fig.7. When the patch size is 5 x5, the rec-
ognition accuracy is the highest relatively.

90.5
90

89.5

88.5
88

Accuracy/%
oo
o

87.5

3X3  5X5  7X7  9X9  11X11

Filter size

13X13

Fig.7 Influence of patch sizes on accuracy
3.2.3 Selection of classifier

To choose a more suitable fruits boxes classifier,
the work selects K-nearest neighbors with cosine simi-
larity ( KNN-cosine ) , K-nearest neighbors with Eu-
clidean distance ( KNN-Euclidean ),

vector machine (linear SVM) ,

linear support
and support vector ma-
chine based on the Gaussian radial basis function
(RBF-SVM ) for comparison. The patch size, block
size, the overlapping ratio of block, and the number of
filters are 5 x5, 8 x8, 0.5, and L, =L, =8,
tively.

respec-
The recognition accuracy of fruits boxes with
different classifiers is shown in Fig.8. As a classifier
based on structural risk minimization criterion, SVM
has achieved good classification results. The RBF-SVM
is selected as the kernel function, that is,

k(x, ¥) = exp(~ |5 - 7| 2/20%)

where ¢ is the width of the kernel function.

(32)

100
80 -

60 4
40 4
20 4
04

KNN-cosine KNNEclldean linear SVM RBF-SVM
Classifier (BMPCANet+)

Fig.8 Accuracy of fruits boxes with different classifiers

Accuracy /%

3.3 Experimental results
3.3.1

Fifty images are randomly selected from each cate-

Recognition accuracy with different samples

and the others are taken as
The RBF-SVM was used to classify
them. This work selects the parameters of RBM kernel
function by using grid search and cross validation
methods based on the LIBSVM software package'”’’
and Python. The penalty coefficient C is 10 and the
threshold value is 0. 5. The recognition accuracy of
each category is shown in Fig.9. The overall accuracy

gory as training samples,
testing samples.

of the 15 categories is 90. 80% . The accuracies of cat-
egories 3, 4,7, 9, and 11 are low because the sides
and top surfaces of these types of boxes have no obvi-
ous characteristics, the recognition rate is low when

observing the sides and top surfaces only.

98
96
94
921
90
88 1
86
841
821
80-

Accuracy/%

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Categories

1-apple 1, 2-apple 2, 3-apple 3, 4-watermelon 1,5-watermelon 2 ,6-or-
ange 1,7-orange 2, 8-hami melon 1, 9-hami melon 2, 10-pomegranate,,
11-pear,12-durian, 13-coconut, 14-banana, 15-pineapple

Fig.9 Recognition accuracy of different categories

3.3.2 Comparison of recognition performance

The optimal parameters are selected for the exper-
iment, and the recognition experiments are carried out
on the ETH-80, Coil-100 and fruits packing boxes
dataset. In order to reduce the data redundancy caused
latent multi-view sub-
space clustering ( LMSC) and cross-view matching
clustering (COMIC) clustering algorithms are used to
cluster features, respectively. The proposed BMKPCA-
Net model with clustering characteristics is compared
with the PCANet and KPCANet,

with 3 clustering algorithms, respectively. The recogni-

by multiple views, K-means,

which are combined

tion accuracy and the consumed time of different mod-
els with the same RBF-SVM classifier are shown in the
Table 2. The results are the average values after 10 runs.

It can be seen that the recognition accuracy of
proposed BMKPCANet model is much higher than
PCANet + K-means model, though it is slightly higher
on time consumption. Although the recognition accura-
cy of ETH-80 dataset of BMKPCANet model is lower
than that of KPCANet + LMSC model, the recognition-
accuracy on COIL-100 and fruits boxes dataset is high-
er than that of other models. Since the BMKPCANet-
model directly encodes and clusters the features vec-
tors, its consumed time is lower than that of KPCANet
+ LMSC algorithm. On the ETH-80 dataset, compared
with the average of PCANet combined with 3 clustering
algorithms, the recognition accuracy is increased by
11.92% , and the time consumption is reduced by
5.17% . Compared with the average of KPCANet com-

bined with 3 clustering algorithms, the recognition ac-
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curacy is increased by 3.09% , and the time consump-
tion is reduced by 29.50% . On the COIL-100 dataset,
compared with the average of PCANetcombined with 3
clustering algorithms, the recognition accuracy is in-
creased by 13.44% , and the time consumption is de-
creased by 9. 04% . The recognition accuracy is in-
creased by 3. 54% and the time consumption is de-
creased by 27.04% than the average of KPCANet com-
bined with 3 clustering algorithms. On the fruits boxes
dataset, the recognition accuracy 1is increased by
13.11% and the time consumption is decreased by
9.00% than the average of PCANet combined with 3

clustering algorithms, and the recognition accuracy is

increased by 3. 90% and the time consumption is de-
creased by 30.50% than the average of KPCANet com-
bined with 3 clustering algorithms. In summary, taking
the average of the three datasets, the recognition accu-
racy is increased by 12.82% and the time consumption
of BMKPCANet model is decreased by 7.74% than the
average of PCANet related algorithms. The recognition
accuracy is increased by 3.51% and the time consump-
tion of BMKPCANet model is decreased by 29.01%
than the average of KPCANet related algorithms. Con-
sidering the recognition accuracy and time consump-
tion, the BMKPCANet model has the better perform-

ance compared with other models.

Table 2 Comparison of recognition performance

Method ETH-80 COIL-100 Fruits packing boxes dataset
Accuracy/%  Time/s Accuracy/%  Time/s Accuracy/ % Time/s
PCANet + K-means 74.38 35.44 73.39 153.21 72.04 160. 47
PCANet + LMSC 84.16 56.24 85.01 287.23 80.78 249.79
PCANet + COMIC 81.37 49.37 82.89 201. 14 80.24 214.55
KPCANet + K-means 85.96 47.22 84.96 193.19 82.57 195.54
KPCANet + LMSC 92.14 72.38 93.18 322.45 90.09 328.34
KPCANet + COMIC 88.31 70.11 92.86 284.26 88.03 294.25
BMKPCANet 91.89 44.58 93.87 194.53 90. 80 189.51

4 Conclusions

The work studies the recognition of different types
of fruits packing boxes with the goal of realizing intelli-
gent handling. 3D fruits boxes recognition is trans-
formed into the multi-view 2D plane images recogni-
tion. The dataset of 15 kinds of different fruits boxes is
established. The clustering features extraction method
named BMKPCANet is proposed based on binary multi-
view clustering and kernel principal component analysis
to reduce the large data redundancy. The two-layer
KPCA feature extraction network is constructed. The
multi-view features are binary Hash encoded and clus-
tered at the same time. The recognition accuracy and
the time consumption of the proposed method are com-
pared with the PCANet and KPCANet related models,
which are combined with K-means, LMSC and COMIC
clustering algorithms, respectively, on the fruits boxes
dataset and the open datasets ETH-80 and COIL-100.
The experimental results show that the BMKPCANet
model has better recognition performance than other al-
gorithms.
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