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Abstract
In order to effectively solve the problems of low accuracy and large amount of calculation of cur-

rent human behavior recognition, a behavior recognition algorithm based on squeeze-and-excitation
network (SENet) combined with 3D Inception network (I3D) and gated recurrent unit (GRU) net-
work is proposed. The algorithm first expands the Inception module to three-dimensional, and builds

a network based on the three-dimensional module, and expands SENet to three-dimensional, making

it an attention mechanism that can pay attention to the three-dimensional channel. Then SENet is in-
troduced into the I3D network, named SE-I3D, and SENet is introduced into the GRU network,
named SE-GRU. And, SE-I3D and SE-GRU are merged, named SE-I3D-GRU. Finally, the net-
work uses Softmax to classify the results in the UCF-101 dataset. The experimental results show that
the SE-I3D-GRU network achieves a recognition rate of 93.2% on the UCF-101 dataset.

Key words: behavior recognition, squeeze-and-excitation network ( SENet), Incepton net-

work , gated recurrent unit ( GRU)

0 Introduction

Due to the increasing status of video human be-
"2 in the field of artificial intelli-
gence, people’ s demand for behavior recognition intel-

havior recognition

ligent systems is increasing. Therefore, video-based
behavior recognition has a wide range of applications in
human-computer interaction >
t [5]
y

the middle of the 18th century, the physiologist Marey

, social public safe-
, intelligent security and other fields. As early as

had begun a series of studies on animal behavior. In
1973, the psychologist Johansson proposed the moving
light display (MLD) model. After that, the discrimi-
native models based on human behavior are improved
based on the MLD model. Based on the 3D convolu-
tional neural network (3D-CNN)'"*®*' 3D convolution-
al neural network can extract feature information in
both spatial and temporal dimensions simultaneously.
For the first time, they applied 3D-CNN to human be-
havior recognition, and the recognition rate on the
UCF-101"" dataset reached 85.2%. The dual stream'"”’
structure network was proposed in Ref. [11]. It is
composed of two dimensions of time and space. First,

[12]

in the time domain' ~" network section, the optical flow

field between consecutive multiple frames is used as

multiple input channels, and finally the fully connected
layer is used for classification. The spatial domain net-
work part uses RGB! images for training. The remai-
ning steps are the same as the optical flow operation.
Finally, feature fusion is performed in the classification
prediction layer to obtain the final result. Ref.[14 ]
expanded the optical flow'"”’ and RGB flow into three
dimensions, and improved the fusion processing of re-
lated features, and achieved the extreme fusion of dual
flow features. The dynamic features in the time domain
and the features in the space domain of feature extrac-
tion are fused, and finally good results are obtained.
SENet''"® is a brand-new network structure proposed by
the autonomous driving company Momenta in 2017.
The fusion model of the network obtained an error rate
of 2.251% on the test set, which is nearly 25% more
accurate than the first place last year. Initially, the
methods of behavior recognition can be divided into two
methods based on deep learning and traditional classifi-
cation based on manual extraction of feature informa-
tion. Based on the manual classification method, first
of all, it is necessary to preprocess the data of the in-
coming video, and then manually extract the feature in-
formation of the video. The steps of human behavior
recognition based on deep learning are; (1) feature
extraction of video information; (2) use a classifier to
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classify the extracted features.

A SE-I3D-GRU network based on deep learning is
proposed. First, the Inception module is expanded to
three-dimensional, and then this module is used to
build the network, which can solve the problem that
the low-level spatiotemporal features cannot be learned
well in the two-dimensional convolutional network.
Then,
GRU" to solve the problem that the front-end network
is not good at modeling high-level timing features. Lat-

it combines the recurrent neural network

er, in order to improve the performance of the net-
work , the attention mechanism SENet is introduced in-
to the network. Finally, the performance of the net-
work model is tested on the UCF-101 data set, and the
UCF-101 data set achieves a recognition rate of 93.2%.

1 SE-I3D-GRU network structure design

1.1 Use the Inception module to build an I3D
network

The information contained in the video is divided
into two parts; time and space. Spatial information ex-
ists in the form of independent frames, which describes
the characteristic information of objects or scenes in the
video frames. Time information describes the move-
ment of the camera and target in the form of motion in

8] In order to make better use of this informa-

19]

a video'
tion, the Inception module of the GoogLeNet'"' net-
work is used as the basic network to build a network
model, and the 2D network module is expanded to the
3D network module.
1.1.1 The principle of the two-dimensional Inception
module

In general, the most direct way to improve net-
work performance is to increase the depth and width of
the network. The depth of the network refers to the
number of layers of the network, and the width refers
to the number of channels per layer. However, this
method will bring two shortcomings: (1) prone to
overfitting, when the depth and width continue to in-
crease , the parameters that need to be learned continue
to increase, huge parameters are prone to overfitting;
(2)uniform increasing the size of the network will in-
crease the amount of calculation. Therefore, Googl.eNet
! GoogleNet is

composed of 22 layers, including 9 Inception modules.

introduced the Inception[20 module.
The basic structure of the Inception module is shown in
Fig. 1.

In the Inception structure, a large number of 1 x 1
matrices are used, mainly for two purposes: (1) di-
mensionality reduction of the data; (2) the introduc-
tion of more nonlinearity, improve the generalization a-

bility, after the convolution is activated by ReLU func-
tion.
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Fig.1 Inception module structure diagram

1.1.2 Expansion of the Inception module

The expansion of the Inception module is to ex-
pand the two-dimensional convolutional neural network
into a three-dimensional convolutional neural network,
that is, to increase the time dimension information on
the convolutional layer and the pooling layer. After the
expansion, take the time dimension as N, all the ker-
nels of the pooling layer and the convolutional layer
will expand from two-dimensional N X N to N x N x N
cubes. The process of Inception module expansion is
shown in Fig. 2.

In the Inception module, some adjustments are
made to the steps of some convolution kernels, the
steps of the largest pooling layer, and the global aver-
age pooling layer. The specific method is that in the
first two largest pooling layers, the stride in the time
dimension is set to 1, and the step size and spatial
consistency of the last two largest pooling layers are
both taken to be 2, the largest average pooling layer
used is 2 x7 x7. In order to more intuitively show the
expansion process of the Googl.eNet network, the net-
work before and after the transformation is shown in the
following two figures. The specific design of the net-
work before transformation is shown in Fig. 3, and the
network architecture after transformation is shown in
Fig. 4.

In the entire I3D network model, except for the
Softmax classification layer of the last layer, a ReLLU
activation function is added after each convolutional
layer. The Softmax classification layer and ReLLU acti-
vation function are not drawn in the figure.

1.2 Inception network and SENet network
1.2.1 SENet module

After the construction of the I3D network, the net-
work architecture is initially completed. There are 9
Inception modules from the top layer to the bottom layer.
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Fig.4 3D network model after expansion

The three-dimensional Inception module is represented
by Inc. They are Incl, Inc2, Inc3, Inc4, Inc5, Inc6,
Inc7, Inc8 and Inc9. SENet takes into account the re-
lationship between feature channels and uses the ‘fea-
ture recalibration’ strategy to show the interdepend-
ence between features and feature channels. Specifical-
ly, the model is used to automatically obtain the impor-
tance of each feature channel through the learning
method, and then according to the importance, to en-
hance the useful channel features and weaken the use-
less channel features, and can also achieve the feature

channel granularity attention extraction. Here, the

Inc9 module of the 13D network (the last Inception
module) is recalibrated, the SENet module is fused,
and the SE-I3D network is constructed for low-level
space-time feature extraction.

Hu et al. '

channel.

proposed SENet from the feature
The two main operations of SENet are
Squeeze and Excitation. The SENet module is shown in
Fig. 5.

Given an arbitrary F',, mapping, first of all, input
an x to the feature map U(U"") | its feature channel
number is C', width and height are W', H'. After a se-
ries of convolution transformations, a feature with a
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channel number of C can be obtained. Then Squeeze
and Excitation operations are performed, and finally,
these weights are applied to the feature map U to obtain
the output of the SE block, and the output result can
be directly output to the subsequent network layer for

use.
F. (:;W) 5
X v F.,() mm W X
" - /i><1><c 1><’1:><0(‘\) % 11
yli !l === ;-
w' w w
el c @

Fig.5 SENet network model

The two main operations of the SENet module are
Squeeze and Excitation operations. The specific opera-
tion process is as follows. First, the features are sub-
jected to Squeeze operation, and F, is a convolution
operation. After learning, the kernel of the learned fil-
ter is represented by V = [v,, v,, v5,--+, v,], v,1s the
parameter of the C-th filter kernel, as mentioned
above, when inputting x to the feature map U( U™ |

the output is U = [u,, u,, uy, -, u,], where u, is
shown in Eq. (1).
u, = v, %X = Zvi*xs (1)
s=1

., Uf/],

and the two-di-

. . 1 2
where, # is the convolution, v, = [v,, v,, -
1 2 €' WxH

X = I:x ’ x - o b X :| b uC = R

mensional convolution kernel is expressed by v). By

|4

compressing the features along the spatial dimension of
each feature map, the two-dimensional feature channel
is converted into a real number, so that the number of
input feature channels is the same as the output dimen-
sion, and in a sense this real number has a global re-
ceptive field. Allow information from the global accept-
ance domain of the network to be used by all its layers.
In order to solve the problem of channel depend-
ence, a global average pooling layer is introduced.
Then the second important operation is Excitation oper-
ation. This operation is used to obtain the independ-
ence of the channel dimensions. lts role is also similar
to the mechanism of gates in recurrent neural network.
The weight of each feature channel is generated by w,
and the parameter w is learned to explicitly model the
correlation between feature channels. The gate mecha-
nism uses the Sigmoid activation function, as shown in

Eq. (2).

s = Fo(z, W) = ola(z, W) = o(W,3(W2))

(2)

where, § is the RelLU activation function, ¢ is the Sig-

. " . Lyc ox&
moid activation function, W, = R"*", W, = R""". The

most important are two fully connected layers. The first

fully connected layer is followed by ReLU operation,
followed by a fully connected layer. The final output
block is obtained by rescaling U by the Sigmoid activa-
tion function, as shown in Eq. (3).

X, = Fscale(”’c’ Sc) =u, s (3)

3 c &

where, x = (%,, %,,*, x,), F,.(u,, s,) is the
product of scalar and feature map u, € R"*".

Finally, there is a Reweight operation. The weight
of the output of Excitation is regarded as the impor-
tance of each feature channel after feature selection,
and then multiply channel-by-channel weighting to the
previous features to complete the recalibration of the
original features in the channel dimension.

1.2.2 Integration of inception network and SENet
network

The structure diagram after the fusion of two-di-
mensional Inception module and SENet is shown in
Fig. 6. The SE module is very flexible and can be di-
rectly applied to the standard convolutional layer,
which means that it is very simple to apply the SE
module to the Inception network. By modifying each
module in the architecture, the SE-Inception network
is constructed. As can be seen from Fig.5, after the
introduction of the two-dimensional Inception module,
only the input of the SE module has been changed,
and the input characteristics of the SE module are the
output characteristics of the Inception network. First,
the features X € R“*" is input to the two-dimensional

global average pooling layer for operation.

l X X
Inception Inception
CxWxH
| 7
Global average
pooling Cx1x1
Inception module L ]connected Clrx1x1
ayer
‘
ReLU Clrx1x1
Fully connected Cx1x1
layer
Sigmoid Cx1x]
CxWxH
Scale

SE-Inception Module

Fig. 6 Inception module and SE-Inception module
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and then the
size of C is further reduced through the fully connected

The output features are C x 1 x 1,

layer, the dimension reduction operation is performed
first, and the features after the dimension reduction is
c
—x1x1,
,
set rto 16. Then the ReLU operation is performed. Af-

ter that, the output features are input to another fully

r is the ratio of dimensionality reduction,

connected layer for dimensionality upgrading operation.
The output features are C x1 x 1,
moid, and finally, the final output is obtained through

then go through Sig-
the Scale operation.

1.3 I3D network and 3D-SENet network

In order to make SENet an attention mechanism
that can pay attention to the three-dimensional chan-
nel, the Squeeze and Excitation operations in SENet
are redefined and expanded to three-dimensional. For
:X—>U,XeR"""  Ue
, where F, is the 3D convolution operator, V =
[, 8,

set, v, is the parameter of the c-th filter kernel, and U

any given transformation F',
DWW
R

, v,] represents the learned filter kernel

= [u,, u,,=+, u,] is the output of F,, where u, is
shown in
7
u, =v %X = Zvi*xs (4)
s=1

[1}1’ Uf’

c . .
, x° ], v is 3D convolution

where, * is a convolution operation, v,

0¥, X = [&', &7,
kernels.

3D-Squeeze Feature compression along the spa-
tial dimension, while rotating three-dimensional feature
channels into real numbers, the real numbers have a
global receptive field to some extent, and the output
dimensions match the number of input feature chan-
nels, and it also represents the global distribution of
the response on the feature channel. The information of
the global acceptance domain can be obtained near the

input layer.

D W H
= B = i D b
(5)
where, the statistic z € R is compressed by U through
the spatial dimension D x W x H, z, represents the ¢-th
element of z, ¢ is the number of channels of the Inc9
module layer in the 13D network, and u” represents
the c-th of the ninth Inception module feature maps,
where ¢ is 512 and D = W = H = 7. Inc9 is the last
Inception module.
3D-Excitation Excitation operations are similar
to two-dimensional operations, and their functions are

similar to the gate mechanism in recurrent neural net-

work. A parameter is used to generate weights for each
feature channel. This parameter is learned to explicitly
model the correlation between feature channels. Then,
the Sigmoid activation function is used as a simple ga-
ting mechanism. The mechanism of action of Sigmoid
is the same as that of two-dimensional, and its 3D-Ex-

citation operation is
=F,.(z, W) = 0(g(z, W)) = a(W,8(Wz))
(6)

where, § is the ReLLU activation function, o is the Sig-

@
moid activation function, W, € R x C acts on the first

fully connected layer for dimensionality reduction oper-

ation, W, RCX% acts on the second fully connected
layer for dimensionality increase operation (r = 16).
The final output is a reweighting operation, which is
obtained by activating the scaling of the conversion out-
put U. The new output of the Inc9 module is shown in
Eq. (7). % = (%, %, =+, %,), F . (u,, s, ) is the
product of scalar s, and feature map u, e R"*".
B, = Fou(u®, s) =5, - u® (7)
%), Fo.(u", s,) is the
channel-by-channel product of scalar S, and feature
map 1"’ e R”"". The 3D-SE structure is an atten-

tion mechanism that can pay attention to the three-di-

where x = (xl, Xy, *tv,

scale

mensional channel, ¢ represents the channel, r repre-
sents the ratio, after performing global average pooling

the obtained video spatial feature is re-
TxCx1

operation onx,,
, where T is the total number
, the video with C x 1 as the fea-
ture vector is globally tied, and then the formed three-

presented as U e R
of frames of the video

dimensional feature matrix is sent to the SE-GRU net-
work for time series modeling. Fig.7 is a schematic di-
agram of the SE-I3D structure. It is a schematic dia-
gram of the fusion structure of 3D-Inception and 3D-SE

in the I3D module.

1.4 Integration of SENet network and GRU net-
work

GRU is an RNN network. In order to consider the
interdependence between video frames and the impor-
tance of different frames, the SE module is very flexi-
ble, the SE module is also embedded in the GRU net-
work. The GRU network is shown in Fig. 8.

In order not to introduce new feature sizes, the
‘ Functional Recalibration’ strategy is still used to im-
plement SE-GRU. The model can automatically under-
stand the importance of each frame through learning,
and improve the useful functions of the current frame
and suppress the functions of useless frames. The SE-
GRU network framework operates as follows for Squeeze
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and Excitation.
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Fig.7 3D-Inception module and SE-I3D module
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Fig.8 SE-GRU structure diagram
There are two Squeeze operations that can en-

hance the reliability and importance of granular feature

channels, as shown in Eq. (8) and Eq. (9).

c

U 1
z, = F (U —EZU (8)

e =il
1 T
T £

where, z, is the t-th element ofz eR

¢ =F,(U) = (9)

, C is the chan-
nel number of Inc9 module layer in the SE-I3D net-
work , and T is the total number of video frames. Only

Tx1

Eq. (8) is used to enhance the frame granularity, de-

pendence and importance of the channel, Eq. (9) is al-
so applicable to the SE-GRU network.

Excitation operation is similar to Eq. (7), and

the calculation formula of weight operation is shown in

= f(ULl, + Wh,_, +b) (10)

where, the offset value is represented by b, and the

weight values are represented by w and u.

1.5 Opverall architecture of SE-I3D-GRU

In the previous introduction, the I3D network,
SE-I3D network module, and SE-GRU network module
are designed. On this basis, the network structure SE-

I3D-GRU designed in this paper is obtained by fusing
SE-I3D and SE-GRU, as shown in Fig. 9.

4

i—¢ SE-13D ——SE-GRU|— Softmax

4

i—¢ SE-I13D —{ SE-GRU—{ Softmax

SE-13D —SE-GRUI— Softmax Score
fusion
¢
SE-13D —— SE-GRU—— Softmax
)
B

SE-I3D —SE-GRU— Softmax

Fig.9 SE-I3D-GRU structure diagram

First, SE-I3D is used to extract the features of the
video. Then,

from the Inc9 module layer as the feature value and it

the activation tensor output is selected

is input into the SE-GRU network for time series mod-
eling. Finally, the output result is predicted using
Softmax.

2  Experimental results and comparative
analysis

2.1 Experimental environment

The hardware and software environment is shown
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in Table 1.

Hardware and software environment

Table 1

Experimental hardware and software environment and descrip-

tion

1. Operating system, Ubuntu 18.04, Linux version
2. CUDAI1O. 1, the underlying software platform for GPU ac-

celeration

3. Keras version 2. 1. 1, the backend uses the TensorFlow
framework

4. TensorFlow version 1.2.0

5. Graphics card, GTX1080Ti, 11 GB video memory

6. Memory, Kingston HyperX Savage DDR4, main frequen-
cy: 2400 MHz, capacity: 8 GB

7. Hard disk, Western Digital, 1000 GB memory, SATA in-

terface, maximum transfer rate 300 MB/s.

2.2 Data set

UCF-101 data set is currently the larger human
behavior data set, as shown in Fig. 10. Fig. 10 shows
all the categories of the UCF-101 dataset.

The UCF-101 data set contains 101 action catego-
ries. The 101 categories of video are divided into 25
groups, each group contains 4 —7 video clips, and in
these groups, each group of video may have some simi-
lar characteristics, such as similar background or ac-
tion. For the video actions inside, it can be divided into

oY | :
: IE s

Fig. 10  All categories of UCF101 dataset

five types: musical instrument performance, sports, in-
teraction between people, interaction between people
and objects, and only body movement.

The UCF-101 data set contains 13 320 short vide-
os, with an average time of 10 — 15 s. Therefore, a
higher frame rate can be used for video frame extraction
(for example, 6 fps). The specific statistical informa-

tion is shown in Fig. 11.
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Fig.11 UCF101 data set video length statistics
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The abscissa is the category of behavior recogni-
tion, the ordinate is the number of videos of each
length included in each video type, and different colors
represent different lengths. It can be clearly seen from
Fig. 11 that the number of each video is similar, and

each video is basically more than 2 s. And each video
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has a complete description of each action, which is a
good quality video. The resolution is 320 x 240.

The time statistics of each behavior category of the
UCF-101 data set are shown in Fig. 12. The abscissa
represents each behavior category, the ordinate repre-
sents the length of time of the video in seconds.
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Fig.12 Statistics of the time of each behavior category in the UCF101 data set

2.3 RGB video data preprocessing

The behavior recognition datasets all exist in video
such as the UCF-101 dataset used in this arti-
cle. Since the method of directly inputting the video

format ,
into the network is not desirable, the video must be
converted into a sequence of picture frames. Not only
that, but it can also speed up the training speed of the
network. Therefore, this article uses the open source
software FFmpeg as a conversion tool before doing pre-
processing. After FFmpeg decoding, all video se-
quences are parsed into a sequence of pictures, and
named and arranged in a certain order. The parsed
pictures are stored with JPG image encoding. Some of

the parsed pictures are shown in Fig. 13.

Fig.13 UCF-101 partial resolutlon picture

After decompressing the data set of the video for-

mat UCF-101, the size is 6. 8 GB, and after conver-
sion, the size of the picture format is 56 GB.

In the experiment, the following operations were
performed on the data preprocessing.

(1) Adjust the size of the input image. The size
of the last image through the fully connected layer is
(112, 112).

(2) Data enhancement. the

image was first flipped, and then the data set was pro-

In the experiment,
cessed by means of noise disturbance.

2.4 Analysis of experimental results

In the training process of the UCF-101 data set,
since stochastic gradient descent (SGD) can quickly
converge on large data sets where the noise is not par-
SGD is used as an optimizer for SE-
I3D-GRU network. The mean square error function se-
lected by the loss function is also added to the SGD op-
timizer. After several trainings in this paper, the learn-
ing rate is 0. 01 when the effect is the best. The learn-
and the learning rate will de-

ticularly large,

ing rate decay is 1e-9,
crease by 1e-9 every iteration.
The maximum number of training steps of the net-

work is 40 000 steps,
a total of 40 000 trainings are used.

which means that during the
training process,

When recording training data, the History module of
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the callback function Callbacks in Keras is used. Re-
corded once at the end of each epoch, a total of 200
data were recorded throughout the training process, in-
cluding 200 iterations of each epoch. The batch size is
set to 16, which means 16 random videos for each
training. Fig. 14 shows the SE-I3D-GRU network train-
ing process on the UCF-101 dataset. Fig.14(a) is the
recognition rate curve during training, and Fig. 14 (b)
is the loss function curve during training.

0.8 1
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0.4

Recognition rate

0.2

0 50 100 150 200
epoch

(a) SE-I3D-GRU training process recognition rate curve

3.01

2.5

2.01

1.51

Loss function

1.0 1

0.5 1

50 100 150 200
epoch

o4

(b) SE-I3D-GRU training process loss function curve
Fig.14 SE-I3D-GRU training process

It can be seen from Fig. 14(a) that the recogni-
tion rate rises slowly at the beginning of the network
training. It may be because the initial learning rate is
high and the current local optimal solution has not been
found. As the learning rate continues to decrease, the
parameters becomes small, and slowly approaching the
best advantage makes the recognition rate that starts to
rise. When training to 140 epochs, the recognition rate
and loss function tend to ease, and the network has be-
gun to converge. When training is 160 epochs, the loss
function and recognition rate is no longer on the rise,
and the network has converged.

In the process of network training, in order to im-

prove the performance of the network, the introduction
of the attention mechanism SENet and the fusion of the
GRU network have been carried out. Table 2 is a com-
parison of the recognition rate of the algorithm in differ-
ent frameworks on the UCF-101 dataset. The tested al-
gorithm frameworks are the following five types: 13D
network , I3D-GRU network, SE-I3D + GRU network,
I3D + SE-GRU network, and SE-I3D + SE-GRU net-

work.

Table 2 The recognition rate of the model on the UCF-101
dataset under different frameworks

Algorithm UCF-101 accuracy
13D 90. 6%
3D-GRU 91.4%
SE-I3D + GRU 92.1%
13D + SE-GRU 91.8%
SE-I3D + SE-GRU 93.2%

In Table 2, the I3D network expanded using the
two-dimensional Googl.eNet was tested on the UCF-101
dataset, and the recognition rate was only 90. 6%.
When integrated into the GRU network, the recognition
rate was 91.4% , which was 0. 8% higher than before.
Recognition rate, which shows that the introduction of
GRU network in the I3D module can make the feature
extraction ability stronger, also shows that GRU is suit-
able for modeling high-level timing features in 3D net-
works. With the introduction of SENet, the recognition
rate of I3D-GRU is 92. 1% , and the accuracy rate is
improved by 0.7% . The introduction of SENet only in
the GRU network increases the recognition rate by 0.4%.
At the same time, SENet is introduced, and the SE-
I3D-GRU recognition rate is 93. 2% , which is 2. 1%
higher than 13D-GRU and 2. 9% higher than 13D. It
can be seen that SENet’ s role in improving the net-
work is still very objective, and it can effectively
achieve the attention extraction of pixel and frame gran-
ularity to increase the recognition rate. And the recog-
nition rate of SE-I3D + GRU on the UCF-101 dataset is
higher than that of 13D + SE-GRU, which shows that
the role of SENet attention mechanism in convolutional
layer is more obvious than in recurrent neural network
GRU. The feasibility of the proposed algorithm on the

recognition rate is verified.
3 Conclusion

Aiming at the advantages and disadvantages of
current video behavior recognition, a network model
SE-I3D-GRU for behavior recognition is proposed.
First, considering the superiority of 3D-CNN for extrac-
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ting spatio-temporal features and the modeling of GRU
networks at high-level time-series features, the 13D
network is designed based on the Inception framework
and the inflation network is introduced. It is SE-I3D.
The important features of each feature channel are au-
tomatically obtained through learning, according to the
importance of the features, enhance useful features and
limit unimportant features. In order to automatically
acquire the importance of each framework through
learning, the attention mechanism SENet is introduced
into the GRU network, named SE-GRU. In order to
further improve the performance of the model, SE-I3D
and SE-GRU are merged to design the SE-I3D-GRU
network. It is used to enhance useful channel features,
weaken useless channel features, and extract the atten-
tion of the frame granularity of the feature channels.
Finally, the network performs final debugging on the
UCF-101 data set. The efficiency of designing the net-
work is verified.
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