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Abstract

In the task of multi-target stance detection, there are problems the mutual influence of content
describing different targets, resulting in reduction in accuracy. To solve this problem, a multi-target
stance detection algorithm based on a bidirectional long short-term memory ( Bi-LSTM) network with
position-weight is proposed. First, the corresponding position of the target in the input text is calcu-
lated with the ultimate position-weight vector. Next, the position information and output from the Bi-
LSTM layer are fused by the position-weight fusion layer. Finally, the stances of different targets are
predicted using the LSTM network and softmax classification. The multi-target stance detection cor-
pus of the American election in 2016 is used to validate the proposed method. The results demon-
strate that the Bi-LSTM network with position-weight achieves an advantage of 1.4% in macro aver-
age F1 value in the comparison of recent algorithms.
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0 Introduction

In recent years, the continuous improvement and
development of social media has led an increasing
number of people to use social media to share and dis-
cuss their attitudes toward different people, events,
and objects. Analysis of such texts containing stances
in the social media may help us understand their pref-
erences and opinions. Such information plays an im-
portant role in public opinion analysis. A large number
of researchers, such as Wang et al.'') and Li et
al. *! | have used stance detection technology to find
such information.

Multi-target stance detection
stance detection. It is used to mine the stance classifi-

3] is a sub-task of

cations of different targets in one text. Typical exam-
ples include mining the opinions of different politicians
in elections and analyzing user recognition of different
brands in similar products. In addition to determining
the stance of the target, multi-target stance detection

identifies the corresponding positions of different targets
in the same text.

In the fields of multi-target stance detection, most
methods combine the 2 tasks of target location ( deter-
mine the context that describes the different goals) and
stance detection ( determine stance label based on a
goal) into one task during execution. So, these meth-
ods tend to enlarge the structure of the model to en-
hance its ability to mine features. The result, however,
provides the comprehensive optimal solution of the 2
tasks rather than the optimal solution of stance detec-
tion. Thus, stance detection of a certain target is easily
affected by other target descriptions, which may reduce
the accuracy of the result. Therefore, target location
and stance detection should be executed successively
and independently.

To enable such execution, the proposal is as fol-
lows. First, the context range in the text corresponding
to the different goals needs to be located. In the case of
the above example presented here, the context range
Then, the

concerns ‘ Hillary Clinton being a liar.’
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stance is determined by analyzing the target text in the
context range. Based on the above statement, a bidi-
rectional long short-term memory ( Bi-LSTM) with po-
sition-weight is proposed to carry out the multi-target
stance detection. Bi-LSTM can describe the dependen-
cy relationship between words from front to back and
from back to front, and the position-weight vector can
describe the impact of words on the different targets of
stance detection. The multi-target stance detection data-
base of the American election in 2016 is used to vali-
date the proposed method.

1 Related work

In recent years, given the rapid growth in the
number of social media users, researchers have begun
to focus on stance detection from social media texts. In
2016, the international conferences SemEval*’ and the
5th CCF International Conference on Natural Language
Processing and Chinese Computing ( NLPCC )"’ pro-
vided annotated data on stance detection from the social
media. Thereafter, some researchers began studying

671 " Given

different types of data for stance detection
the similarity between stance detection and sentiment
analysis, researchers made efforts to distinguish be-

(8]

tween them'™ , and attempted using sentiment analysis

to obtain improved stance detection effects'®’ .

With regard to the social media, deep learning
methods, including the traditional CNN and recurrent
neural network ( RNN)!") as well as fusion mod-

els [14-17]

, are typically used to detect stance.
Subsequently, researchers began applying stance
detection to texts containing different targets in the
same category. This is called multi-target stance detec-
tion, and is regarded as a sub-task of stance detec-

18211 For example, Liu et al. '") proposed an ap-

tion
proach to automatically obtain zones of each target and
combined it with the LSTM method to obtain the corre-
sponding stance. The results demonstrated the effec-
tiveness of two-target stance detection. Lin et al. *"
designed a topic-based approach to detect multiple
standpoints in Web text to generate a stance classifier
according to the distribution of the standpoint-related
topic-term. They produced the parameter values of the
classifier with this adaptive method and proved its ef-
fectiveness through experiments.

The above methods do not use the positional rela-
tionship between words in the text and targets to help
the algorithm enhance the ability to distinction between
the content describing the different targets. Therefore,
in order to obtain the best stance detection effect, it is

necessary to extract the appropriate clause as the input

text according to the context range corresponding to the
target so as to avoid the influence of unrelated text.
Therefore, in this paper, an unsupervised method to
extract the context ranges of different targets in the text
is proposed. Then, the Bi-LSTM network with posi-
tion-weight is generated by combining position-weight
with the Bi-LSTM approach. Finally, the stance labels
of different targets are predicted with LSTM and Soft-
max classification. The details of the approach are ex-
plained in the next section.

2 Proposed method

The architecture of our model is shown in Fig. 1.
It consists of the following 5 modules: embedded layer,
Bi-LSTM layer, position-weight fusion layer, LSTM
layer, and Softmax classifier. The result of combining
the word embeddings of all the target topics and the in-
put text serves as the input of the model, and the out-
put consists of the author’ s stance labels for all the
possible target topics.

| Softmax classifier |
A
LSTM layer
| yer |

7y
> + <
I I

Position-weighted | Bi-LSTM layer |

fusion layer

A
r Embedding layer ]

Fig.1 Model architecture

2.1 Embedding layer

The embedding layer transforms every word in the
input text into one vector, each of which expresses the
relationship between the words applicable to the con-
text. By representing each word in a text as al X n vec-
tor, the text can be represented as an [ X n matrix ([ is
the number of words in the text, and n is the dimension
of each lexical vector). Accordingly, the input text
can be converted into a numerical matrix, which facili-
tates the feature extraction by the algorithm.

2.2 Bi-LSTM layer

To extract valid features from unstructured text,
LSTM is used to encode the text. The input of the
LSTM is a tensor formed by arranging the embedded
vectors of the words to be processed in order from front
to back. The corresponding output is a tensor com-
posed of implicit states of the LSTM units in order from
front to back. LSTM can describe long-distance lexical
dependency in the text and is suitable for text data

modeling' .
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The Bi-LSTM network consists of a forward LSTM
and a backward LSTM. The input of the forward LSTM
network is composed of the embedded vectors of words
arranged in order from front to back, and the input of
the backward LSTM network is a series of the embed-
ded vectors of words arranged in the opposite order.
Thus, Bi-LSTM can describe the dependency relation-
ship between words in the front to back and back to
front directions. The output of Bi-LSTM is the result of
the splicing of the output of the forward and backward
LSTM units. Therefore, in Bi-LSTM network, each
word will be first transmitted to a forward LSTM unit
and then to a backward LSTM unit, and its output is
the result of the splicing of the hidden states of the 2
LSTM units.

In the LSTM model '®!, a unit ¢ is calculated as
follows :

i, = o(x,U +h,_ W +b,) (1)
f, = o(xU +h_ W +b,) (2)
o, = a(x,U +h,_W +b,) (3)
q, = tanh(x,U" + h,_ W' + b, ) (4)
P =JiXpo +i Xy, (5)
h, = o, x tanh(p,) (6)

where U € R and W e R"*" are weight matrixes, b e
R" is the offset vector, d is the dimension of the word
embedding, o and tanh represent sigmoid and tanh ac-
tivation functions and n is the output size of the LSTM
network. The LSTM model consists of input gate i, , for-
getting gate f,, and output gate o,.

2.3 Position-weight fusion layer

When using Bi-LSTM alone to extract the fea-
tures, it becomes difficult to analyze the differences be-
tween multiple targets of the text. This leads to lack of
pertinence when the algorithm processes multiple tar-

~ Q)
% o\&& & é@z@
@ Hillary
Clinton

Donald
Trump

gets in the same text. Therefore, in order to reflect the
differences among the corresponding features of differ-
ent targets in the text, a two-stage method is designed.
The first step calculates the ultimate position-weight
vector, and the second step concatenates the position-
weight vector and output of the Bi-LSTM layer.

2.3.1

The positional features of different targets in the

Calculating the final position-weight vector

text are obtained with the unsupervised method. Gen-
erally speaking, the closer a word is to a target, the
better it can express its stance on the target. This
means that the weight of the word’ s influence on the
target can be expressed as the distance between the
word and the target in the sentence. The number of
words between the target and word is regarded as the
distance between them. w] represents the weight of the
influence of the k-th word in the text on the m-th tar-
get, which is expressed as

w =1 - lk-7nl (7)

Fyax
where 7, is the serial number of the word corresponding
to the m-th target, and k,,y is the number of words in-
cluded in the entire text. There may be multiple targets
in one sentence. Thus, the maximum of w] among all
targets is taken as the maximal weight of the k-th word ,

which is expressed as w;*

max

1 2 m Mg
Wy :maxawk’wk9 Wy, '“3wkM } (8)
Then, all the maximum weights w;™* are spliced
into the position-weight vector E, which is shown as
E = {u(™, w;™, -, wiy | (9)
At this point,

sents the influence of each word on the target, as

each component of vector E repre-

shown in Fig.2. Each element in E is a value between

0 and 1.

Fig.2 Position-weight vector of 2 targets in the same text

In order to control the effect of vector E on the
prediction result, the coefficient u is used to expand
each component of vector E by a factor of y. The influ-
ence of positional weight on system can be changed by
adjusting u, as follows:

E, =Expu

where E is the ultimate position-weight vector.

(10)
Each
element in E,, is a value between 0 and p.

2.3.2 Concatenating position-weight vector and out-
put of Bi-LSTM

In the Bi-LSTM network, the output of each word

is composed of the spliced hidden states of the forward

and backward LSTM units. In addition, each word cor-

responds to one position-weight in the E,. Thus, a new

vector is produced by concatenating the position-weight

of each word and the Bi-LSTM output.

This vector is
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taken as the output of the position-weight fusion layer.
This vector can not only describe the dependency be-
tween words in the different directions, but it can also
describe the impact of a word on the different targets of
stance detection.

2.4 LSTM layer

To determine the stance labels from the fusion of
the position-weight and the output of Bi-LSTM, the
LSTM is used for re-encoding '*'. This process will re-
extract features from the fused tensor from the previous
section in the order of the text. The input of this layer is
the output vector of the position-weight fusion layer,

and the output is the hidden state of the last LSTM
unit.

2.5 Softmax classifier
The output of the LSTM layer is taken as the input

24]

of this layer, and the Sofimax classifier ' is used to

predict the stance labels of the different targets.

3 Experiment

3.1 Experimental setting
The specific process of completing the multi-ob-
jective position detection task is shown in Fig. 3.

Target+Text [ Preprocessing [ Build a model [

Training 9 Prediction

Fig.3 Flow chart for multi-target position detection

The experiment used the stance detection corpus
for the US 2016 general election constructed by Sobha-
ni et al. *!. This corpus contains 3 datasets, each of
which is a collection of tweets and stance labels of 2
candidates. In the original corpus, 2 target words of
each sentence were combined for analysis in Ref. [3].
Distribution of data are shown in Table 1. In addition,

the model parameters are shown in Table 2.

Table 1
Target Train Dev Test Total
Clinton - Sanders 957 137 272 1366
Clinton - Trump 1240 177 355 1722
Cruz - Trump 922 132 263 1317

Details of the experimental datasets

Table 2 Main parameter setting in our experiment

Values
fastText ™!

Hyper-parameter
Word embedding

Dimension of word embedding 300
Output size of Bi-LSTM/LSTM 256
Iterations 15

3.2 Evaluation metric

As a category task, stance detection is more in-
clined to improve the classification accuracy of the “fa-
vor” and “against” stances. Therefore, the average F'1

scores of “favor” and “against” (F,_ ) were used as

[4]

avg

the evaluation indictors

3.3 Baselines
The selected baselines are as follows.

Sequence-to-sequence ( Seq2Seq ) '**). Recently,
the Seq2seq model has achieved good performance

when dealing with timing problems. Therefore, Ref. [3 ]

applied this model to the multi-target stance detection
problem. In this method, text is used as the input of
the model, and the stance labels representing different
targets are output. The advantage of this algorithm is
that it not only mines the stance related to the target
from the text, but also refers to the relationship be-
tween multiple targets.

Target-related zone modeling ( TRZM )"*’. This
model is proposed for multi-target stance detection
tasks. It uses a region segmentation method to divide a
text containing 2 targets into 4 parts, and then a multi-
input LSTM is used to process these parts to detect the

stance results.

3.4 Results and discussion

In order to verify the effectiveness of the proposed
method, the following 2 experiments are carried out:
comparison between the proposed method and the relat-
ed baselines, and comparisons of different parameters
in the position-weight fusion layer.

3.4.1 Comparison between the proposed method and
the related baselines

The experimental result of the algorithm is com-
pared with those of the other algorithms, as shown in
Table 3, where PW-Bi-LSTM is the bidirectional LSTM
network with position-weight proposed in this paper.
There is the result of PW-Bi-LSTM > TRZM >
Seq2Seq, when comparing the F1 value of different
methods. The conclusions drawn from these results are
as follows.

1) Although this method has the ability to refer to
different labels to detect the stance, the method does
not take into account the effect of the positional rela-
tionship between the text and the target. This may be
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the reason why its effect is lower than TRZM and the
model in this article.

2) The effect of TRZM is not good, but it can
meet the actual requirement, because the combination
of feature extraction and deep learning is a good way to
improve multi-target stance detection. But this method
splits the integrity of the text, which may be the reason
for its poor performance.

3) The proposed method outperformed the other
methods in 3 datasets and macro F,, are at 1.4%

higher than the corresponding values in the other algo-
rithms. Compared with the other methods, the pro-
posed method can automatically extract the position
features of different targets in the text and expand the
tolerance for input difference. For input text with dif-
ferent targets, other methods may be impacted by other
targets when detecting the given target stance, and
their accuracies decrease subsequently. However, the
proposed method can avoid the influence of irrelevant
targets, and the accuracy does not change much.

Table 3 Performances of our approach and the compared methods

Clinton-Sanders

Clinton-Trump

Cruz-Trump

Methods - Macro
Clinton  Sanders Avg Sanders  Trump Avg Cruz Trump Avg
Seq2 Seq'™! 55.59 53.86  54.73 54.46 58.74  56.60 47.02 59.21 53.12 54.81
TRZM"™ 52.26 58.38  55.32 60. 63 61.98  61.31 52.88 50.30 51.59  56.07
PW-Bi-LSTM 57.10 54.64  55.87 58.70 65.33  62.02 52.67 56.63 54.65 57.51
CLINTON-SANDERS CLINTON-TRUMP CRUZ-TRUMP
0.58 == dev =@ test 0.64 == dev =0~ test 0.65 == dev =8~ test
0.56
0.54 ne 0.6
0.52 0.6
0.5 0.58 0.55
0.48
0.46 g‘zj 0i5
0.44 s
0.42 0.52 043
0.4 05" 0.4
0 1 2 3 45 6 7 8 910 01 2 3 4 5 6 7 8 9 10 o1 2 3 4 5 6 7 8 9 10

Fig.4 F,, for different coefficients (u) in the proposed method. The x —axis denotes the coefficient size, and the y — axis refers to F,,

3.4.2 Comparisons of different parameters in the po-
sition-weight fusion layer

One of the key parameters affecting the perform-
ance of the proposed method is the coefficient y, men-
tioned in Section 2. 3. In order to determine the influ-
ence of the ultimate position-weight vector on the algo-
rithm and to find the optimal coefficient y in the posi-
tion-weight fusion layer, F,, for different values of y in
the development and test sets in the 3 datasets are com-
pared, as shown in Fig.4. The figure shows that when
the ultimate position-weight vector is added to our algo-
rithm (i.e., u#0), F,, are significantly improved,
which indicates that this addition can improve the re-
sult of the multi-target stance detection. In addition,
the effect of the proposed algorithm is related to the co-
efficient . In the 3 datasets, the best results in devel-
opment sets are achieved when y equals 3, 5 and 10,
respectively. Thus, the effect of the proposed algorithm
can be improved by adjusting the coefficient .

4 Conclusions

In this study, Bi-LSTM network with position-

weight for multi-target stance detection is proposed. The
positional relationship between word and target is re-
presented as a vector. And then this vector is embed-
ded into the Bi-LSTM model to refine the stance detec-
tion. The experimental results demonstrate the validity
of the proposed method, which states that adding the
multi-target information can expand the tolerance for
the input difference and diversity. In the future, addi-
tional position feature extraction methods and actual
data covering a wider range of topics will be adopted
for continuous improvement and optimization of the al-
gorithm. In addition, it leads to a large volatility of the
experiment that the number of data sets used in this pa-
per is small. Therefore, in the follow-up work, the
study of the volatility of the results will be considered.
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