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Abstract
This paper investigates a problem of robust output tracking control of networked control systems

(NCSs) with network-induced delays, packet dropouts, parameter uncertainties and external dis-

turbances. Firstly, an augmented model of time-delay system is proposed for networked tracking

control systems. Then, considering the piecewise differentiable characteristic of time-delay, the cri-

terion to output tracking performance analysis and controller design are derived by using an approach

of free weighting matrix, reciprocally convex and cone complementarity linearization ( CCL). Final-

ly, simulation results of numerical examples show the effectiveness of the proposed approach, and il-

lustrate the advantages of the proposed criteria which outperform previous criteria in the literature.

Key words: networked control systems (NCSs), Hoo output tracking control, time-delay sys-

tems, cone complementarity linearization

0 Introduction

Compared with the traditional point to point con-
trol system, networked control systems (NCSs) can be
potentially designed into large-scale systems and widely
used in many fields due to its easy installation, mainte-
nance, convenient layout and high flexibility. Howev-
er, integration of communication networks into feed-
back control loops inevitably leads to non-ideal network
quality of services, e. g. , network-induced delays, da-
ta packet dropouts and disorder, which make the anal-
ysis and design of NCSs more complex than those for

13
131 Therefore, enormous

traditional control systems
attentions have been paid to the issues of stability anal-
“8) " In addition

to the requirement of system stabilization, tracking

ysis and stabilization controller design'

control which is widely used in mechanical systems,
robot control, flight control > | etc, can make the
output of the plant track a prescribed reference trajec-
tory. But its feedback control signal will lead to an out-
put error as a result of the communication constraints in
NCSs. So it is more challengeable to achieve desired
tracking performance, especially under the influence of
system parameter uncertainties and external disturb-
ances. Until now, the studies of networked tracking
control can be divided into two broad categories. One

is the predictive control, the other is the robust con-
trol. The representative of the former is the research in
Refs[ 13-16]. In Ref. [13], a delay dependent track-
ing controller was designed for NCSs with Markov de-
lays. However, only the network induced delay was
considered , and the Markov transition matrices must be
known in advance. In Refs[14,15], the problem of
networked output tracking control was studied by using
predictive control to compensate for network-induced
delay and packet dropouts actively. But the effects of
uncertain parameters and external disturbances were
not investigated. In Ref. [ 16], the tracking error and
the state variables were combined and optimized togeth-
er to deal with the NCSs under random packet dropouts
and uncertainties. But only the fixed short time-delay
was considered. The typical research of the latter is in
Refs[ 17-22 ], which discussed the networked tracking
control problem in the Hoo sense. Ref. [20] addressed
observer-based Hee output tracking control for NCSs
by using the particle swarm optimization technique with
feasibility of the LMI-based stability criterion. In
Refs[ 21,227, the closed-loop NCSs were modeled as
finite subsystems by gridding approach, and the mode-
dependent robust He output tracking controller is ob-
tained by the stochastic and switching system method,
respectively.

During the last decade, various methods were de-

@ Supported by the National Natural Science Foundation of China ( No. 61104027, 61573263) and the Scientific Research Project of Hubei Pro-

vincial Department of Education (No. B2017280).

@2 To whom correspondence should be addressed. E-mail; liuyicai027 @ whu. edu. cn

Received on Aug. 23, 2018



HIGH TECHNOLOGY LETTERSIVol. 25 No. 3 1Sep. 2019

317

veloped to derive less conservative stability condition
for time-delay systems and NCSs by different Lya-
punov-Krasovskii functions. Particularly, the employ-
ments of various techniques have been proposed such

123241 Wirtinger-based integral

[26]

as free-weighting matrix

", relaxed integral inequalities

INEZBL)

inequality'? , recip-

rocally convex approac , and delay partitioning
[29,30]
method

servative result was obtained by constructing a novel

. For instance, in Ref. [31], a less con-

Lyapunov-Krasovskii functional to consider the interval
delay information, and using the reciprocally convex
approach.

Motivated by the above analysis, in this paper,
robust Hoo output tracking control is dealt with for the
piecewise continuous-time-varying delay system. A
state feedback controller is aimed to design to achieve
output tracking performance for NCSs. It should be
pointed out that the proposed method can be suitable
for the NCSs stability problem and can also yield less
conservative result. The main contributions of this pa-
per can be identified as follows.

1) Compared with the predictive control method,
the proposed method has investigated more general NC-
Ss with network-induced time-varying delay, packet
dropouts, parameter uncertainties and external disturb-
ances.

2) The performance of output tracking control un-
der investigation is transformed into the robust Heo con-
trol performance, and the less conservative criterion
can be obtained by using new approach.

This paper is organized as follows. In Section 1,
an augmented model of time-delay systems for net-
worked output tracking control systems is proposed.
Then Heo output tracking performance is analyzed in
Section 2. Section 3 proposes a design method of Hoo
output tracking controller. Finally, the proposed meth-
od is illustrated by numerical examples in Section 4
which is followed by conclusions in Section 5.

Notation The notation used throughout the paper
is fairly standard. N stands for the set of positive inte-
gers. R" denotes the n-dimensional Euclidean space. X
> 0(X < 0) is used to represent a positive ( negative )
definite matrix. | - |, marks the Euclidean norm.
The symbol =’
symmetric matrix. And diag{---} denotes the block-di-

represents the symmetric term in a
agonal matrix.

1 Problem description and system modeling

Consider the typical NCSs as shown in Fig. 1, and
suppose the physical plant is given by the following
model :

x,(t) = (A, +AA)x, (1) + (B, + AB,)u(t)
+ B, w(1)

y,(t) = (C, +AC,)x,(t) + (D, + AD,)u(t)
(D)
here, x(t) € R", u(t) e R" are the system state vec-
tor and the control input vector, respectively; y, (1) e
R’ is the output, and @w(t) e L,[0, o) is the dis-
turbance input; A,, B,, C,, D, and B, are constant
matrices. AA,, AB,, AC, and AD, denote the parame-
ter uncertainties, satisfying [AA, AB,] = G F,(1)[E,,
E,] and [AC, AD,] = N A, (1)[E, E
F, (1), A, (1) are the unknown time-varying matrices,
satisfying || F, (¢)F,(t) ||, < Iand || A, ()A,(2) |,

<I, Y

p(l] ’ Where

r Reference —’g?_’
model
xr
)
——— [ Physical
plant
u

Actuator

ZOH

Network with time-varying delay

Fig.1 Networked tracking control systems

The goal of this paper is to design a controller,
such that the outputy, () of the NCSs can track a ref-
erence signal to meet the required tracking perform-
ance. Suppose the reference signal y, (t) is generated
by

{J'c,(t) =Ax,(t) +Br(1)

y.(t) = Cx,(1)
where y,(t) has the same dimension as y(¢); x,(t),

(2)

r(t) e R are reference state and energy bounded ref-
erence input, respectively; A, and C, are appropriately
dimensioned constant matrices with A, Hurwitz.
Remark 1 Reference model Eq. (2) is the de-
terministic object designed artificially. It can determine
every parameter of the model according to the need of
input r(¢) and output y,(¢), and usually require that
the eigenvalue of the system matrix A, is within the unit
circle. Since physical plant Eq. (1) works in the actu-
al environment, model parameter uncertainties, exter-
nal input interference, and network environment with
time delay and packet dropouts will have a negative im-
pact on output, even cause the instability of the sys-



318

HIGH TECHNOLOGY LETTERSIVol. 25 No.31Sep. 2019

tem. Therefore, it is desired to design a controller such
that the plant’ s output y,(#) to asymptotically track a
given deterministic reference signal y, ().

Throughout this paper, it is assumed that system
Eq. (1) is controlled through a network where net-
work-induced delays and packet dropouts exist in both
sensor-to-controller and controller-to-actuator channel
as shown in Fig. 1. Before further proceeding, the fol-
lowing assumptions are given, which are common in
NCSs research in the literature.

Assumption 1 £ is the system constant sampling
period and i h, i, € N is sampling instant. The data is
transmitted with a single-packet, and the out-of-se-
quence packet is discarded for the NCSs when a packet
disordering occurs.

Assumption 2 The ZOH ( zero-order-hold ) be-
fore the actuator is used to hold the actuator input value
when there is no latest control packet arrived at the ac-
tuator.

Assumption 3 Define 7, = 7, + 7

ca

sc
., » where 7/

and 7," represent network-induced time-varying delays
which exist in sensor-to-controller and controller-to-ac-
tuator channel, respectively. In addition, the maxi-
mum number d of consecutive packet dropouts in NCSs
has an upper bound d.

Considering the network-induced time-varying de-
lays and packet dropouts which exist in sensor-to-con-
troller and controller-to-actuator channels, the holding
interval of the ZOH is [i,h + 7, i,h + (d + 1)h +
T ). By defining 7(¢t) =t —i,h, 7, =7, <7(t) <
(d+1)h + 7, = 7, can be obtained, where 7, and 7,
represent maximum and minimum network-induced
time-varying delay, respectively. From the definition
7(t), 7(t) is piecewise-linear with the first derivative
satisfying 7(¢) = 1, but its first derivative does not ex-
ist at the sampling instant. Thus, in this paper, this
characteristic is taken into consideration to reduce the
analysis and design conservativeness.

Considering the behavior of ZOH, the state feed-
back control law can be expressed as

u(t) = Kix,(i,h) + K,x,(ih)

= Kyx, (1 -7(1)) + Kx, (1 —7(1)) (3)
where K, and K, are the state-feedback control gains to
be determined. Therefore, the augmented closed-loop
system can be obtained from Eqs(1) - (3) as follows.

x(t) = Ax(t) + BKx(t - 7(t)) + B,w (1)

{e(t) = Cx(t) + DKx(t — (1))

(4)
xp(t)] - (t)

where e(t) =y,,(t) -y.(1), x(1) = [x (t)

‘*’“)], K=[K, K], A=A+GF ()E,, B
r(t)

B +GF,(1)E,, B, = [l;w O],A = [A" 0],

I 0 A,
B (flo- (G e F e -
[EO””]’ C =C+ NA(E, D =D, C =
[C, -C1,D=D+NA()E,, N =[N, 0],

Then, the requirements of the Heo output tracking
performance are presented as follows.

1) The augmented closed-loop system Eq. (4)
wither (¢) = 0 is asymptotically stable;

2) The effect ofw (t) on the tracking error e(t)
is attenuated below a desired Hoe performance. More
specifically, it is required that | e(z) |, <
vl = (&) | ,, where y > 0.

Remark 2

dropouts and variable sampling intervals are all taken

Network-induced delays, packet

into consideration by the time-varying input delay
(1), and @ (1) =[e' (1)
the external input interference of the system Eq. (4)

r'(t)]" is regarded as

by the augmented model approach. Therefore, the
problem of the actual physical plant Eq. (1) output
y,(t) tracking reference model Eq. (2) outputy, (1) is
transformed into the robust control problem of the time-
delay system. The purpose of this paper is therefore to
design a robust state-feedback controller such that the
output tracking performance is ensured in the Hoo

Sense.
2 Hx output tracking performance analysis

This section investigates the problem of He output
tracking performance analysis. More specifically, as-
suming that the controller gain K is known, Theorem 1
proposes the conditions under which the augmented
closed-loop system Eq. (4) can be asymptotically sta-
ble and achieve Hee output tracking performance 7.
This Theorem is instrumental in the controller design
problem. Firstly, some lemmas are given as below.

Lemma 1 (Jensen’ s inequality'™ ). For any
constant matrix S € MW", § = 8" > 0, scalare > 0,
0] —N", such that

the following integration is well defined, then

0
-aj_ x(1+0)Sx(1 +v)dv

= [x(t(f>a)] (s -*s”x{:(-t)a)]

and vector functionx(¢) :[ - o,
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Lemma 2 ( Reciprocally convex approach ™) ;
Letf,, fo,-*, fy:R" — R have positive values in an
open subset D of R™. Then,
combination of f; over D satisfies :

min zéf[(t) S0 +max T, (1)

1Bi1B;>0, > Bi=11 3 gij iny
7

the reciprocally convex

subject to

{gi‘ﬁ(m"us)’t,g,-_,-<z> =gj,f<t>’[fi(t) g”(l)]> )}

g (1) (1)

Lemma 3% 5 (i
with appropriate dimensions, 1n(t) is a function of ¢ and
nm <nt) <n,,thenn() 5 +(n, -n(1)) 5, +Q
<0ifand only if 9, 5 + (1, —m,) 5, + @ <0and
n,5 +Q <0.

Theorem 1 For given scalars y, 7,, 7, and ma-

= 1,2) and Q are matrices

trix K, the augmented closed-loop system Eq. (4) is
asymptotically stable and can achieve the Hoo output
tracking performance vy if there exist matrices X > 0, Y
>0,0 >0,0,>0,R, >0,R,>0,H>0, M

and U with appropriate dimensions such that .

R
[ 2 * ] >0 (5)
U R,
= _(E+71MH_1MT+M(91_93) )<0
T i (e, —e)'™M" + (7, - 7)) I'HT
) (6)
[~ (5+7'2MH1M[ )
= +M(e, —e;) + (e _e3>TMT
(7)
Eooxox o ox
EVZI E’ZZ * * *
where 5 = | 5, &, &, = b
O Emz 5143 5144 *
Ir=[A 0 BK 0 B_],
e, =[1 000 0],e,=[0 010 0],
=[M] M; M M M;]'
- (ATP +PA + AR A )
- +(r, —-7)’A'R,A+Q, -R, +C'C/’
521 :RlsEzz = Qz _QI _Rl _RZ’
- (KTBTP +7,K'B'R A )
= " \4 (s, -7)K'B'R,A + K'D'C")’
532 =-U + R29
g, = (T%KTBTRIBK + (7, -1 )ZKTBTRZBK)
s -2R, +U" + U + K'D'DK’ ’

1

Z,=U,5;,=-U+R,, 5, =-0, -R,,
= :BTP+72§TRK+(72—T,)ZETRZ,
Z., =7B.RBK + (7, -7,)’B. R,BK,

1

1

EZs =7B.RB, +(7,-7,)'B.R,B, —-»'L
Poof Construct a Lyapunov-Krasovskii functio-
nal candidate as V(¢, x,) = Y V.(t, x,), where
V,(¢, x,) = xT(t)Px(t)L,=1 V,(t, x,) =
[ Foexd+ [ ¥ ()0x(s)ds,
-

T f jfr(v)le(v)dvdS
Vi(t, x,) I

’

+ (1, - 7)) JHI ftJ.CT(U)RzJ'C(U)d”dS

V,(t,x,) = (7, —r(z))f %" (s)Hx(s)ds.

Taking the time derivative of V(z, x,) along the

t—1(1)

trajectory of system Eq. (4) yields:

Vi (1, %) = 25" (1) Px (1) (8)
V,(t, x,) =
xX'()Qx(1) +x' (1 -7)(Q, - Q)x(1 - 71))
—x'(t - 7,)0x(t - 1,)
(9)
V(%) = AR ORE(D) =7, [ F R ds
+ (7, - 7)) x" (1) Ryx (1)

-(r, - 1,) jt:n)'cT(s)Rz)'c(s)ds (10)

Vi(t, x,) =_f x"(s)Hx(s)ds
t—7(1)
+ (7, —7(1))x" (1) Hx(1) (11)
Utilizing Lemma 1 to deal with integral items in

Eq. (10),
- 'rjl_ x"(s)R,x(s)ds

1

the following is obtained ;

T T R * x(t)
<-'@ <Te-wI e e il
(12)
For a matrix U satisfying Eq. (5) the following is
got and by utilizing Lemma 2 ;

~(rmm) [ E R ds

x"(t —7)R,x(t - 7,)
+x' (1 —7)(U" =R)x(t —7(1))
-x'"(t -7)Ux(t - 1,)
+x' (1t =7())(U-R)x(t - 7,)
S-<+x"(t-7(1)) (2R, ~U" - U)x(t - 7(1))
+x' (1t —7())(U" =R)x(t - 7,)
-x"(t —7,)Ux(t - 1,)
+x' (1 =7,)(U=R)x(t —7(1))
x"(t -=7,)Rx(t - 7,)

(13)
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Then, using the Newton-Leibniz formula and a
free weighting matrix M with appropriate dimensions,
it is clear that;

26" (OM[x(1) - x(1 - (1)) —f FHOE] =0
(14)

where
£(1) =

[x'(t) x'(t-7) x'(t-7(1)) x'(t-7) o(1)].
By using Cauchy inequality, one can easily obtain
T(t>§T(t)MH_1MT§(t)J

EACLIODE [+ [ &) Hi(s)ds

(15)
Combining Eqs(8) — (15) together, there is
V(i) +e'(e(t) -y'w "()w (1)
_ E+7(t)MH'M" +2M(e, - e;)
\f(t)[+(7'2—7'(t))rTHF ]f(t)
(16)
where I' = [A O BK 0 B, ], e =

(I 0 0 0 O],e;=[0 O I 0O O]

When the conditions Eqs(6) — (7) in Theorem 1
are hold, [ Z+r(t)MH'M" +2M (e, —e,) + (7, —
7(t) )I"HT'] < 0 can be concluded by applying Lem-
ma 3. So V(1) < yw "()w (1) - e'(1)e(t)
could be got. When w (t) = 0, the system is obvi-
ously asymptotically stable; when w (¢) # 0, it can
be concluded || e(t) ||, <y° || w (t) ||, for all non-
zerowr (t) with the zero initial condition. The proof is

completed.

w, * * % * * * *
v, v, * * * * * *
v, v, W, * * * * *
v, W, W, WY, * * * *
w5, o v, 0 W, = * *
W, Wy Wy Wy W WY * *
v, 0 W, 0 w; 0 v, *
W, 0 W, 0 W, 0 0 W
v, o v, 0 w, O 0 0
¥y 0 0 0 0 0 W, Wy
v, 0 W, O 0 0 0 0
v, 0 W, 0 0 0 0 0

0 0 0 0 0 0 0 0

Ly, 0 w, O 0 0 0 0

Remark 3 In the stability analysis of time-delay
systems, the Jensen’s inequality and reciprocally con-
vex approach have played a very important role in the
existing research results. However, it is very difficult
for them to take advantage of the information of the
well-known sawtooth delay 7(¢) , which limits the fur-

ther reduction of the stability condition. Therefore,

V,(t) = (1, = 7(1)) f x"(s)Hx(s)ds is intro-
t-7(t)
duced to exploit the available information on the deriv-

ative of the delay by the free-weighting matrices method
7(t) in this paper.

3 Hcw output tracking controller design

In this section, the problem of He output track-
ing controller is solved based on Theorem 1.

Lemma 4*' Given appropriately dimensioned
matrices W, D E with W = W', then W + DF (:)E +
E'F'(t)D" < 0 holds for F(t) satisfying F* (¢)F(t)
< I, if and only if there exists a positive constant &,
such that:

W +eDD' + ¢ 'E'E <0

Theorem 2 For given scalars y, 7, and 7,, the
augmented closed-loop system Eq. (4) is asymptotical-
ly stable and can achieve the Hoo output tracking per-
formance vy, if there exist scalars £, B, and matrices X
>0,Y>0,0 >0,0,>0,R, >0, R, >0, H
> 0, M, U with appropriate dimensions such that;

R *
[3 - ]> 0 (17)
R,
* * * * * x ]
® * ® ® * ®
% * % * * %
® * * ® * ®
% * % * * %
* * * * * *
® * ® ® * ®
<0 (18)
% * % ® * %
v, * * * * *
W Wi * * * *
0 0o w,, s * *
0 0 0 Wi, * *
0 0 0 Wi, Wi N
0 0 0 0 W,
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O, * * * * * *
0, 0, * * * * *
0, 0, 0, * * * *
0, 0, 0, 0, = = =
0, 0 0 0 O * *
Oy Op Oy Oy Oy Oy =
0, 0 0, 0 65 0 0,
o, 0 O 0 O, 0 0
0, 0 0 0 0 0 (0
0,y 0 O, 0 0 0 0
(O 0 0, O 0 0 0
0 0 0 0 0 0 0
L Oy, 0 O, 0 0 0 0
where
O, =W, =XA"+AX +Q, -R, + M, + M,
0, =¥, = Rl +M2’
0, =¥, = Qz _Ql _Pl _Rz’
0, =¥, = Y'B' +M3 _MT’
0, =V, =-U+R, -M,,
O, =V, =-2R, +U" +U-M, -M,,
0,=%,=M,0,=-v,=U,0, =-0,-R,,
0, =¥, = E; +M5’ 0; =¥, :_Ms,
0, = W =_72’
0, = /ZMT, 0, = /EM;F’ 0 = /ZM;F’
O = /EMI, O = /ZM;F, W, = /;MlT,
W, = /ZM;a W, = /EM;F, W, = /;M:ara
W = /77~;~’ Oy = Yy :_H,
0, =W, =r4X, 0; =V¥,; =7BY,
0, =W, = TlEm ,
0, =W, = _XR;IX’ 0, =¥, = (7, —7)AX,
Oy = V¥, = (1, - 7,)BY,
Oy =V, = (1, -7,)B,,
Oy = Wy =_XR2_1X, v, = /(7, -7,)AX,
Wy, = WBY’ Wy =- mﬁm,
v, =-XH'X,
0, =¥, = SGTs 0, =¥, = T]SGT,

Oy = W5 = (72 _Tl)gGTa W, = /(7'2 _71>8GTa

Op = Wy, =-¢l, Oy =W, =EX,
O =W =EY, O =W, =-c¢l,
0, =¥, =X, 0, =¥, =DY,

O, =Wy, =-1, Oy, =W, = BNT,
Op, = Wy, =-6I, 05 =¥, = EX,
Oy =W, =EY, O, =V, =-p4I,

M=[M M, M; M, M]"

Moreover, the gain matrix of the designed control-
ler in Eq. (3) can be obtained by K = YX .

Poof Because of | F,(¢t)F,(t) ], < I and

*

*

o O o O

# % # % *

* * * * *

# * # % s

* * * * *

# * # * *

* * * * *

* * * * ¥ (=<0 (19)
* # * * ®
6)99 * * * *

0 Oy * * *

0 O ®|111 * *

0 0 0, O, *

0 0 0 0 O55-

| A;(t)Al,(t) |, < I, the uncertainty terms F,(¢)
and A, (t) can be eliminated by applying Lemma 4 and
Schur complement to Eq. (6). Then, by pre- and
post-multiplying both sides of the resulting inequality
with diag(X, X, X, X, I, R;',R;', H" | I1,1,1,
I, I) and its trans-pose respectively, where X = P™'.
Define Y = KX, Q, = X0,X, 0, = X0,X, R, =
XRX,R, = XRX,and M = [ (XM, X)" (XM,X)"
(XM, X)" (XM, X)" (M., X)"]", Eq. (18) can be
readily reached. In addition, Eq. (17) can be obtained
by pre- and post-multiplying both sides of Eq. (5) with
diag{X, X| and its transpose respectively. As the
process of Eq. (17), Eq. (19) can be obtained from
Eq. (7), which completes the proof.

Note that Theorem 2 contains some nonlinear
terms, such as XR;'X, XR;'X, and XH'X. There-
fore, LMIs can’t be used directly to solve Theorem 2.

Remark 4 There are generally two methods to
deal with the nonlinear term in Theorem 2. (1) Use
the bounding inequalities - XH™'X < H™' - 2X,
-XR'X<R;'-2X, (i =1,2) to transform nonlin-
ear matrix inequalities into LMIs. (2) Use the modified
cone complementary linearization (CCL) algorithm. For
the bounding inequalities, if H™', R;' and X with
oH', 'R " and o, X are replaced respectively, the in-
equalities - XH'X < o/H"' - 20X, - XR'X <
R —2a,X, (i =1,2) will be obtained which will
introduce less conservativeness with additional param-
eters o;. By using the cone complementary linearization
(CCL) algorithm, the nonlinear matrix in Theorem 2
could be changed to a minimization problem subject to
LMIs. The method (2) would be a better choice rela-
tive to mothod (1) if one can afford more computation-
al efforts' ™)

In order to solve the controller gain by LMI tools
and obtain less conservativeness by CCL as in Ref. [35],
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the conditions in Theorem 2 needs to be further conver-
ted. First of all, assume that the matrixes L, > 0, L,
>0, L, > 0 satisfy;

-L,=-XH'X, -L,=-XR'X,i=1,2

(20)

Then Eq. (21) can be obtained by using Schur

complement to Eq. (20).
_H' x
[ X' -L;

-1 -1
]so,[_XIf;’ XL_1 <0,

i=1,2 (21)

Introducing new variables X, Hy, Ry, R,y,

L., L,, and L;,, Eq.(21) can be rewritten into

Eqs(22) - (23).

-H, X,
[ XNA _L\m]$0,[

-R, Xy
Xy Ly
i=1,2 (22)

XX, =I,RR, =1, RR,, =1,

HH, =1,LL,, =1,L,L,, =1, L,L,, =1
(23)
Therefore , Theorem 2 could be changed to a mini-
mization problem subject to LMIs. Minimize ir( XX, +

3
RR, +RR, +HH, + Z L.L,) subject to Eqs(18)
=1

- (19), (22), [g‘ ;]>o, [I;i R*]>o,i=
N iN

1,2

and['g ;]>0, [f)f L*]>o,j=1,2,3

i
where nonlinear terms XR;' X, XR;'X and XH™'X are
replaced by L,, L,, L, respectively in Eqs(18) - (19).
Then the control gain K = YX ' can be obtained.

4 Numerical examples

Firstly, this section uses the DC motor system of
Quanser robot to illustrate the effectiveness of the pro-
posed approach for robust output tracking control of
NCSs with network-induced delays, packet dropouts,
parameter uncertainties and external disturbances.
Then, by comparing with the results in Refs[ 17,19,
21,227, the second example illustrates the proposed H
o performance criterion can yield the less conservative
result. Lastly, the third example concerns the Hee out-
put tracking control design problem for an actual satel-
lite system, and verifies the advantages by a simulation
scenario.

Example 1

Quanser robot. The DC motor armature circuit sche-

Consider the DC motor system of

matic and gear train are illustrated in Fig.2. Its volt-
age-to-position transfer function Eq. (24) can be de-

rived from classical mechanics principles and using ex-
perimental methods.

6,(s) _

Vi (s) -

n.K.n.k,
s(R, (0, K], +J)s +n,Kn,kk, + R,nKB, +R,B)
(24)

here, R, is the motor resistance, K, is the current-

torque constant, 7, is the motor efficiency, K, is the
back-emf constant, K, Kg is the gear ratio, 7, is the
gearbox efficiency, J,, is the motor shaft moment of in-
ertia, J, is the moment of inertia of the load, B, is the
viscous friction acting on the motor shaft, and B, is the
viscous friction acting on the load shaft . Using the sys-
tem specifications given by Quanser, the voltage-to-po-

sition transfer function 6,(5) = bo
V.(s) 55+ as
tained, where a, = 24.15, b, = 36.96. One possible

state-space realization Eq. (25) for the transfer func-

can be ob-

tion can be obtained :
x(t) = Ax(t) + Bu(t) + B, ow(1)
y(t) = Cx(1)

0 1 0
where A = [O , +r(t)]’B = [b0+s(l)]’Bw

(25)

= [bo]’ C=11 01, r(t) ands(t) are the errors of

the modeling. According to model Eq. (1), A, =
0 1 _ 0 _

lo 2415 B = Lag.06)- & = [1 0T cambe

obtained. Next, the tracking performance of the system

for different uncertainties of parameters and disturbance

input matrices B, will be studied respectively.

R,
+o AANA

Fig.2 DC motor armature circuit and gear train

The reference model is described as follows :
{x,(t) =-x,(t) +r(t) (26)
yr(t) = O' er(t)
Assuming that the system model is time-invariant,
the performance of the system under different disturb-
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ance input matrices B, is analyzed. The results are

shown in Table 1.

Table 1 ~ Minimum value of y and K for different B,
B, % K
[0 o]" 0.055 [-12.9840 -0.5767 6.3553]
(0o 31" 0.056 [ -12.8433 -0.5750 6.2728]
[0 10]" 0.064 [ -11.9483 —0.5040 5.9049]
[0 20]7 0.088 [ -10.0768 -0.2803 5.0873]
[0 36.96]" 0.141 [-10.0768 —0.2803 5.0873]

When B, = [0 10]", the performance of the
system, under the different uncertain parameters which
change in the range of 5% , 10% , 15% and 20% , re-
spectively, is also analyzed. Base on the uncertainties
0 0 ] . G, =
0 0.98 x cost

] and E,, = [(L)] can

the matrices F, (1)

[0 0 ] _ [O 0

0 1.9 0 0.65xi
be set, where i = 1,2,3,4 for 5% ,10% ,15% and
20% . According to Theorem 2, the performance index

and controller gain can be got correspondingly, as
shown in Table 2.

Table 2 Minimum value of y and K for different

parameter uncertainties

Uncertainties
K

of parameters

0 0.055 [ -12.9840 -0.5767 6.3553]
5% 0.069 [ -11.7625 -0.4746 5.7214]
10% 0.075 [-11.7809 -0.4528 5.6287]
15% 0.81 [-11.5014 -0.4216 5.3751]
20% 0.88 [ -10.8374 -0.3726 4.9848]

When the uncertainty of parameters is 20% and
B, = [0 36. 961", it is colluded that the minimum
value of y is 0.204 and K = [ - 8.8997 - 0.2438
3.9532].

Assuming the sampling period is A =15 ms, the
h), and the

upper bound of consecutive packet dropouts is d = 2.

network induced delays is 7, € (5 ms,

So, 7, =5 ms and 7, =60 ms can be concluded.

For simulation purpose, set w(¢) = 0. 1sin(5¢) ,
and r(t) = 5sin(t). The initial conditions of the sys-
tem are set asx(t) = [0 0] andx,(¢) =0, respec-
tively. Suppose the packet dropouts sequence is
[011011011---011011 ], where O represents no packet
dropouts, while 1 represents packet dropouts, the sim-
ulation results in the following three cases, as shown in
Fig.3, are used to illustrate the effectiveness of the

proposed algorithm. Case 1: The system model is time-
invariant and B, = [0 0]". Case 2: The uncertainty
10 ] T Case 3.
The uncertainty of parameters is 20% and B, =
[0 36.96]".

It can be clearly seen that the system has a good

of parameters is 15% and B, = [0

output tracking trajectory, whenever the system suffers
from parameter uncertainties, external disturbances,

network-induced delays and serious packet dropouts.

2 —

T T T
Reference’ s output

0 1 2 3 4 5 6 7 8 9 10
Time(s)
Fig.3 Reference’s output ¥, () and system’ s outputs y () for

different cases ( Example)

Example 2 Consider the system model parame-
ters with no uncertainties in Refs[ 17,19 ], A, =

Y B HO S P B

P

[1 0], D, =0.5 and the given gain matrix K =
[-1 1 1]. Here the reference model Eq. (24) is
considered. Assuming 7, = 430 ms, the minimum

guaranteed Hoo output tracking performances vy for vari-
ous values of 7, are listed in Table 3. From Table 3, it

can be seen that the obtained results are much better

than the ones in Refs[ 17,19].

Table 3 Minimum value of y for 7, =430 ms

Method\ 7, 0 50ms 100ms 150 ms 200 ms
Ref. [17] 3.9018 3.1017 2.5700 2.1922 1.91
Ref. [19] 1.6283 1.5795 1.5296 1.4783 1.4783

Theorem 2 0.6402 0.8806 0.9595 0.9913 0.9798

In addition, the following system model in

Refs[21,22] is considered.
{J'Cp(t) = [_02 _13]x1,(t) + [;]u(t) + [Ois]w(t)
y, (1) =[1 0]x(1)

And the reference model is given by
{)'Cr(t) =-x.(1) +r(t)

y.(t) =x,(t)
Assuming 7(¢) [0, 1.5ms), it is the same
delay interval as Refs[21,22]. The obtained minimum

guaranteed Hoo output tracking performance y = 0. 08



324

HIGH TECHNOLOGY LETTERSIVol. 25 No.31Sep. 2019

by applying Theorem 2 is an important improvement
overy = 3.012 andy =3.74 obviously from Refs[ 21,
22 ] , respectively.

Example 3 In this example, the actual satellite
system borrowing from Refs[ 17,19 ,31] is considered.
The system consists of two rigid bodies joined together
by a flexible link. Its state-space model is represented
as

6, (1)

, 0 0 1 0
0.()1_| 0 0 0 1
-0.09 0.09 -0.04 0.04

6,(1)

0.09 -0.09 0.04 -0.04

59;<t>
6,(t)
0.0 | [, .
él(z) + | u(t) + 0 w(t)
bl 0 :

eqT

y() =[0 1 0 0J[gr g o g
here reference model Eq. (24) is still considered. The
minimum guaranteed Hoo output tracking perfor-mances
v for different delay intervals 7(¢) are listed in Table 4.

The sampling period h =15 ms is set. 7, =5 ms
and 7, =30 ms are chosen as the same to Refs[ 17,
19]. By solving the inequalities presented in Theorem
2, the minimum guaranteed Heo output tracking per-
formance y = 0. 0721 is obtained with the controller
gain K = [ =110 -221430 -50 -24520 99080].
From Table 4, it can be seen the obtained result is
considerably less conservative than the previous re-

sults. And the improvement over the result from

Ref. [19] (y =0.0915) is as high as 27%.

Table 4 Minimum value of y for different delay interval

Method\ 7(t) 7(t) €[5ms, 30ms) 7(t) e[5ms, 20ms)

Ref. [17] 0.1267 /
Ref. [19] 0.0915 /
Ref. [31] / 0.07
Theorem 2 0.0721 0.0520

The system’ s output obtained from Theorem 2 and
Ref. [19], and the reference’ s output are shown in
Fig.4. It is clear that the proposed method provides
better result. The tracking error obtained by using The-
orem 2 is compared with the results from the controller
proposed in Ref. [19], and the result is shown in Fig. 5.
It can be seen that the output tracking error is also fur-
ther reduced by the proposed method in this paper.

T T U >
8t Reference’ s output
gl ————- Output from Theorem 2 [l
——>— Output from Figueredo et al.(2011)
4
o
5
g2
S
0
L L . ’

0 5 10 15 20

25 30 35
Time(s)
Fig.4 Reference’ s output y,(t), system’ s output y(t) from

Theorem 2 and from Figueredo et al. (2011) in
Ref. [19] (Example 3)

1.4 T T

—— Error from Theorem 2
1.2 -~ Error from Figueredo et al.(2011) | ]

Time(s)

Fig.5 Output tracking error from Theorem 2 compared with the
results from Figueredo et al. (2011) in Ref. [19] (Ex-
ample 3)

5 Conclusions

A novel method for the Hee output tracking analy-
sis and control design for NCSs with consideration of
network-induced delays, packet dropouts, parameter
uncertainties and external disturbance is proposed. By
considering the piecewise differentiable characteristic of
the time delay and using the new approach of free
weighting matrix, reciprocally convex and CCL, the
better Ho output tracking performance is obtained.
Moreover, the proposed method is also suitable for the
NCSs stability problem and yields less conservative re-
sults. In the end, the results of numerical examples
show the effectiveness of the proposed Hoo output
tracking control design, and illustrate the advantages of
our criteria which outperform previous criteria in the
literature.
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