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Abstract

A combination strategy of multi robot hunting in dynamic environment based on a fuzzy infer-

ence system (FIS) and artificial immune algorithm is proposed. By analyzing relative relation of

hunters and escaper, abstract data is gathered to describe the relative location and relative motion

state of the robots, which in turn forms the beginning stage of the fuzzy rule. The artificial immune

algorithm optimizes and generates the rule data base and adaptive design considers factors in measur-

ing the hunting efficiency. The optimized rules are applied to the hunting task and the results show

that the algorithm can effectively actualize hunting of multiple mobile robots.
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0 Introduction

With the development of robotics, multi robot sys-
tem has attracted attention of scholars at home and
abroad because of its high flexibility. As a typical
multi robot task, multi robot cooperating rounded up
can actualize the invaders captured, security patrols,
raise the degree of intelligence forces combat equip-
ment if developed in the military field. In the field of
industrial control, it can improve the degree of automa-
tion of the factory, reduce the risk of manual operation
for some work, and adjust the precision and efficiency
of production.

Ref. [ 1] proposed an algorithm for rounded up
through simulating the interaction among antibody B
cells in the human immune system. Ref. [2] proposed
a hunting method based on a multi-robot learning
mode. Ref. [3] suggested a new multi-agent reinforce-
ment learning approach which is proposed to learn the
optimal behaviors among cooperative agent teams.
Fuzzy inference system (FIS), as a rule based intelli-
gent controller, has been widely used in robot control.
Based on the fuzzy rule database within the fuzzy infer-
ence system, Refs[4-7] used genetic algorithms to
study methods for optimizing fuzzy control function and
rules of control, which improved the performance of the
fuzzy controller to a certain extent.

In Ref. [8], fuzzy data rules in the fuzzy logic

system was obtained by adjusting the genetic algorithm
and achieved successful hunting in an environment with
obstacles. In Ref. [9], ant colony algorithm was used
to optimize the membership function as well as the
rules of the fuzzy control system, which optimized fuzzy
inference system overall and achieved good results.
Ref. [10] showed that a controller using adaptive
HFRBS can learn a suitable control policy using a fe-
wer number of fuzzy rules for both a supervised and re-
inforcement learning problem and is not sensitive to the
layout as with uniform representation.

All of the studies mentioned above have actualized
the multi-robot hunting strategy, but there are some
limitations. Firstly, due to the fact that the problem of
multi-robot was over-simplified, the effectiveness of the
strategy could not be guaranteed. Secondly, the robot
motion was too abstract in some of the learning algo-
rithms. They did not consider the constraints on robot
kinematics, thus it could not reflect the mobile robot in
the environment of realistic running state. The feasibil-
ity of the algorithm is therefore difficult to verify. Fur-
thermore , due to the fact that the fuzzy rules are not in-
dependent, singling optimization of fuzzy rules cannot
guarantee the overall optimization of the fuzzy rule da-
tabase. Finally, the search space in some optimization
methods was too large, which had made it difficult to
ensure the efficiency of the algorithm.

Inspired by the limitations in the current litera-
ture, this paper proposes a strategy of multi-robot hun-
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ting combining the fuzzy inference system and artificial
immune algorithm. With the premise of fully consider-
ing the environment factors and robot motion informa-
tion, the fuzzy inference system establishes a model of
the multi-robot hunting task. The fuzzy rule database is
set up by both expert knowledge and artificial immune
optimization algorithm and it is optimized to design ap-
propriate strategies for the escaper. Finally, the feasi-
bility is validated through the simulation program.

1 Multi robot hunting task

1.1 Multi robot hunting task description
Multi-robot hunting task refers to multiple robot
rounding up the escaper by cooperating and finally
completes the capture. The task is different from the
simple robot approaching task. The multi-robot hunting
task emphasizes on the cooperation of multi robots. As
shown in Fig. 1, there are multiple hunting robots and
one escaping robot, each hunting robot has a range of
perception and they can share information including the
location and direction of movement of hunting robots
and escaper by communicating with one another. The
escaper has the same perceptive and mobile ability.

Fig.1 [Initial state of the hunting robots

When hunting robots find the escaper, they start
the rounding up process and the escaper starts to es-
cape. At last, the encirclement is formed by the hun-
ting robots and the escaper either cannot move or can
move but unable to escape from the encirclement. At
this time, the task of hunting is completed as shown in

Fig. 2.

1.2 Robot motion mode

In multi-robot hunting task, robot motion module
uses independent drive to the left and right wheel. It
achieves the robot movement through speed control of the
robot left and right wheel. At the same time, the robot’
smotion needs to be constrained by the dynamics. The
robot’ s motion behavior is defined as the following 5
groups of forms, as shown in Fig. 3.

'i .
Py
’ '\
’
!/

N

[
\

Fig.2 The hunting task is completed
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Fig.3 The motion behavior of the wheeled robot

Each of these arrows represents the direction of
the robot’ s motion. They denote the forward motion of
the mobile robot, the left / right small steering and the
left / right large steering. Each movement reflects the
direction and amplitude of the robot through the speed
difference between the left and right wheel.

2 Multi-robot hunting strategy

2.1 Fuzzy inference system based on rounding up
the state description

Fuzzy inference system ( FIS) can constitute an
intelligent controller based on rules. Through reasoning
a series of rule database with embodied knowledge, the
fuzzy system solves complex reasoning problems with a
fuzzy nature and continuous and accurate output can be
obtained. Because people want robots with human in-
telligence, the fuzzy inference system fits the human
thinking habit, and it does not require the establish-
ment of an accurate mathematical model. By replacing
mathematics variables with linguistic variables, it is
made easily for transforming the knowledge into the
rule database and limiting the human thinking strate-
gies within the aspect of control. Thus, the fuzzy infer-
ence system is suitable for controlling complex environ-
ments and it is widely used in mobile robot motion con-
trol. Moreover, the fuzzy inference system is fast and
can satisfy the requirement of the multi robot system.

For multi-robot hunting problem, to analyze three
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rounded up robots and one escaping robot as the exper-
imental objects, it is needed to consider an overall co-
ordination among multi robots. The movement of each
robot is influenced and restricted by the movement of
others. To gain a comprehensive and effective descrip-
tion of the whole state of rounding up, it is needed to
gather necessary data from the environment abstractly,
so that the data can not only fully describe the state of
multi-robot in the hunting task ,but also avoid unneces-
sary data redundancy.

For multi-robot hunting task, the capturing state
is mainly reflected in the relative relationship among
the robots. This mainly includes two aspects. One is
the relationship between the hunters and the escaper.
The other is the relationship between the hunters and
the escaper involving relative distance, relative orienta-
tion and relative motion. Similarly, the relationship a-
mong the hunters involves the relative distance, rela-
tive orientation and relative motion.

In the relations mentioned above, the relative ori-
entation and the hunter-hunter relative orientation can
be expressed using relative position of the hunting ro-
bots which is used to describe the relative distribution
of multi-robots ; the hunters-escaper relative motion and
the hunter-hunter relative motion can be expressed by
the relative motion of the escaper which is used to de-
scribe the relative motion of multi-robots; the hunter-
hunter relative distance can be described through the
multi-robot relative orientation and the escaper-hunter
relative distance. Thus, factors used to describe the
capture are simplified as the following three aspects;
multi-robot relative orientation, multi-robot relative
motion, the escaper-hunter relative distance.

In order to fully cover the above factors so that the
hunting task can be accurately described through data,
the following data are used as description of the captu-
ring state. As shown in Fig. 4, three dark boxes are the
hunting robots; the middle circle represents the esca-
ping robot;the arrows represent the moving direction of

Fig.4 The data description of the multi robot hunting task

the robot where No. 1 robot is the benchmark. 6,, 6,
represent the angle between the hunting robots (No.2
and 3) and the escaper’s position in relation to No. 1
hunting robot. It refers to the relative relations of
multi-robots. «,, @, ,a; are angles between the moving
direction of the hunting robot and the escaper, which
describes the relative motion of multi-robots. The dis-
tance between the hunting robot and the escaper is L, ,
L, , L, respectively.

The value of the input angle and the value of dis-
tance are fuzzed based on the membership function in

Fig.5 and Fig. 6.
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Fig.6 The membership function of L

The focus of the multi-robot hunting task is to ef-
fectively control the robots and to make them collabo-
rate with each other to accomplish the task. Therefore,
the design of fuzzy rules in the fuzzy inference system
needs to fully reflect the overall behavior of the multi-
robot control. The seccedent in this design includes the
set of 3 hunting robot R: { R1, R2, R3}, wherein RI,
R2, R3 indicate the motion behavior of hunting robot
1, 2 and 3, respectively. The specific meaning is se-
lected from the alternative forms of a group of left and
right wheel speeds. It is described in detail in Section
2.2.

After confirming the antecedent and seccedent of
the fuzzy inference rules, the specific fuzzy rules can
be designed. The j, rule R, is as follows:

IfL,is A}, oyis A, B, is A
(R, Ry, Ry

where, L,, represents the distance between hunting ro-

then output is

bot ¢ and the escaper; «, represents the angle of the
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moving direction between the hunting robot / and the
escaper. 3, represents the angle between hunting robot
m taking the escaper as the center. A’ represents the n,,
fuzzy set of j, rules. Output is a collection that con-
tains three sets of motion of hunting robots, in which
each robot’s motion is a group of left and right wheel
speed mentioned earlier. Through matching the rules in
the database, the overall fuzzy inference is achieved.
Finally, through linear superposition of the fuzzy rules
in the database, the overall final output is obtained.

The fuzzy rule database is formed by a series of
the above procedures, which embodies the intelligent
strategy of control in the fuzzy inference system. For
multi-robot hunting problems, in order to ensure that
the rules cover all situations, the rule base is formed
by the combination of permutation and combination ac-
cording to the input quantity and the corresponding
fuzzy set number. But there is a certain degree of diffi-
culty in the generation rule database. First of all, the
amount of input data in the fuzzy inference system is
tremendous; second, the rules in the database cover
all possible rounding up situation, which is difficult to
be visualized by expert knowledge ; finally, even if rule
database can be generated by expert knowledge, be-
cause there is a certain connection between rules, there
is no guarantee that the rules of expert knowledge given
is the optimal solution. Considering the above factors,
an optimized algorithm is used to generate fuzzy rules
database. After determining the order of each rule of
input and optional output results, through matching the
artificial immune algorithm, the optimal output for each
fuzzy rule is selected. The optimization of the rule da-
tabase is actualized.

2.2 Fuzzy system optimization based on artificial
immune algorithm antibody
2.2.1 The encoding of fuzzy rules
The transformation of the artificial immune algo-
rithm of a problem to be solved to the operational
search space is called coding. In the view of the design
of the fuzzy rule database in this paper, the problem to
be solved is the relative relation of the antecedent and
seccedent of each rule. Thus, after knowing the order
of the antecedent in the fuzzy rule database, the task is
to code the seccedents and describe a specific individu-
al of rule database. Here, the needed antibody for the
generation of the artificial immune algorithm using the
method of real encoding is used. According to the N,
rule in the database of fuzzy inference system, each
rule corresponds to one output. The output of the N,
rule and the affinity form the antibody in the artificial

immune algorithm.

Each rule of gene contains information of three
hunting robots, as well as one group in the five groups
of the left and right wheel speed mentioned earlier.
Three groups of the left and right wheel form the con-
trol of cooperation among the hunting robots.

The number of hunting strategies is reflected in
the simulation environment. When the population size
is larger, more hunting strategies are generated and it
is easy to find the most optimal solution. The antibody
is formed according to this method, and the population
of the immune process is formed by a certain number of
antibodies.

In this paper, although rules in the fuzzy rule da-
tabase are large and it is difficult to be made by expert
knowledge , some of the rules can still be given directly
by expert knowledge, which will not only reduce the
number of rules needed for the optimization algorithm,
but also reduce the amount of calculation in the process
of actual optimization. It avoids the reduction of affinity
caused by the randomness of all individuals in the algo-
rithm. Therefore, in the initialization stage of the indi-
vidual, gene bits given by non expert knowledge are
generated randomly while the gene given by expert
knowledge is initialized based on the expertise. By ini-
tializing the population using expert knowledge, the in-
dividual affinity is improved to a certain extent, which
in turn reduces the adverse impact of individuals with
lower quality on the overall optimization. Thus, it can
improve the efficiency of the algorithm.

2.2.2

The artificial immune algorithm regards the prob-

Immune algorithm

lem and constraints as antigen. The solution of the
problem is regarded as the antibody. At the start of the
algorithm, the initial population is randomly generated
to a given number of adopted operators such as selec-
tion, reproduction, crossover, variation, and vaccine
access to manipulate the population to evolve and pro-
duce offspring better than the parent. The significant
advantage of the artificial immune algorithm is the fact
that it can converge to the global optimal solution with
probability 1 under certain circumstances.

Clonal selection The clone selection operator is
actualized through roulette algorithm. Roulette selec-
tion is also known as the proportional selection opera-
tor.

P, :ﬁ-/gﬁ- (1)

In the population, the probability that the individ-
ual selected is proportional to its value of fitness func-
tion. If the population size is n and the fitness of the i,
individual is f;, then the probability of the individual

being selected is P,. Through the clonal selection
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method above, multiple selections are conducted based
on the fitness of the individual and population B, with
the same scale as the parent is generated.

Variation operation Conducting random selection
and random variation to the gene bits in the antibodies
of population B, given by non-experts. In each varia-
tion,random variation occurs in the motion behavior of
all three robots contained in the gene position, namely
re-selecting the motion behavior in five groups of left
and right wheel speed, ultimately forming population
C,, and calculating the fitness of population C,.

Population recombination Outstanding individu-
als in population of A, and C, were retained with a cer-
tain proportion. Moreover, new individuals were joined
to make the size of the population to reach n and form
new population A, ,,. The added individuals were gen-
erated similarly as in the initialized stage so that each
individual newly added contained expert knowledge.
2.2.3 Affinity calculation

Affinity describes the matching degree between
the antibody and the antigen. In this paper, affinity is
given in the effectiveness of completing the multi robot
hunting task using fuzzy inference system with the opti-
mized rules. The artificial immune algorithm is used to
optimize rules of the fuzzy inference system. Thus, the
specific evaluation index is to describe the effect of op-
erating fuzzy inference system. Affinity calculation
needs to consider the overall advantages and disadvan-
tages of the rounding up state and the number of steps
used.

In order to ensure the effectiveness of the rounding
up process, various factors need to be considered. This
paper mainly focuses on the maintenance of the hunting
state and the effect of encirclement. In Fig.7, the
squares represent the hunting robots; the circle at the
center area represents the escaping robot; the small
circles represent the position of the geometric center
formed by hunting robots. The distance between the i,

Fig.7 The parameter of affinity

hunting robot and escaping one is a L, , which is used

ie s
to measure the formation of the contractile ring; and
the distance between i, and j, hunting robot is S,
which is used to measure the even distribution of the
hunting robots; the distance between the geometric
center of the hunting robots and the escaping one is de-
noted by C.

The operation of the three evaluation criteria
above needs fuzzy inference system. It also requires the
record of the overall changes of three parameters after
each step of movement. Together, they form a compre-
hensive evaluation of the final affinity. The specific de-

sign of the function for affinity calculation is as follows.

N 3
f = Fitness — Z (w,*C+w, - Z IS, -8,
n=1 =1

3
+w;y - Y AL) +F, (2)
=y

In Eq. (2), Fitness is the default initial affinity of

the antibody, and N is the total number of steps calcu-
lated by the fuzzy inference system. C is the distance
between the escaper and hunter formed by the geomet-
ric center. S, is the distance between the robots and

S, 18 the average value of the distance between the ro-
bots. The distribution of the hunting robots is measured

by S, - S

robot in one step. With the superposition of multiple

wge AL represents the moving distance of i,
steps, the total distance of the final movement of the
robot is obtained. w,, w, and w; are the coefficients of
proportionality , which are used to adjust the weight of
each evaluation index to the final evaluation. F, as the
reward function, when completing the rounding up
within the step number n according to the hunting suc-
cess criteria, the individual reward will be given. F, =
5000, otherwise F, is 0. This can ensure the comple-
tion of the individual task to be early discovered and
preserved.

For each individual, the initial provides a higher
level of affinity. With the ongoing work, the affinity
will continue to reduce according to the affinity func-
tion of the design. According to the setting of the affin-

ity function, first, the total number of steps of the out-
3

standing individuals is small thus the value of 2 AL, is
i=1

relatively small; secondly, the distribution of the out-
standing individual hunting robots is even, thus the

| is smaller; finally, the hunting

avg

3
value of 2 IS, =S
i=1

circle formed by outstanding individuals is more effec-
tive, thus the C value is relatively small. Overall,
when the individual is more outstanding, its subtracted
value based on the initial affinity value is smaller,
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which provides higher degree of the affinity for the
more outstanding individuals.

To determine the success of the hunting, the 3
factors mentioned above need to be taken into the con-
sideration. When the distance is less than a certain
threshold (&,,&,,e,) and the hunting is successful,
the specific threshold is set by the running speed of the
robot and the actual environment.

((xi_xj)z +(yi_yj)2>%$€s (3)
((r, =2)" + (3, =9.)")7 < & (4)
((x, ~2)" + (3, —y)")7 S &, (5)

Here, x, and y, represent the coordinates of the i,

robot, x, and y, represent the coordinates of the esca-
per.

2.3 Artificial immune algorithm flow

After the improvement of the artificial immune al-
gorithm and the combination of the fuzzy inference sys-
tem, the implementation steps of the algorithm are
summarized as follows:

(1) According to the hunting environment of mul-
tiple hunting robots, a fuzzy inference system is estab-
lished. Through ensuring the input and output varia-
bles and fuzzy sets, the antecedent of the rule database
is formed by permutation and combination.

(2) According to the seccedent of each rule in
the fuzzy rule database, antibody is generated and in-
jected with expert knowledge, which in turn forms fuzz-
y rule database with a certain scale. Initial parent pop-
ulation 4, is formed.

(3) Calculate the evolutionary algebra in the cur-
rent parent population and the affinity of all the fuzzy
rule databases in A,. The specific calculation is con-
ducted by the deduction of the fuzzy system. If the
conditions are satisfied, then the operation is termina-
ted and the result is output. Otherwise, the calculation
would continue.

(4) According to the fuzzy rule database and the
affinity among hunting robots, the clonal selection of A4,
is operated. Through multiple clonal selection, tempo-
rary population B, is obtained and its size is the same
as A,.

(5) Mutation of B, is operated according to a cer-
tain probability. If a mutation occurs, the motion be-
havior of the three corresponding robots of the gene site
would change too. Population C, is formed after the
mutation. The affinity of the antibody in C, is calculated
and sorted. The best individuals m are selected to con-
stitute C, .

(6) Generation of a new parent population A4, ,,.

The population is constituted by A, (n optimal fuzzy
databases in A,), C, (m optimal fuzzy rule databases
in population C) and D, (r newly added fuzzy rule da-
tabases) , namely A,,, =A,; + C,, + D,, Then, return
to step (4).

The fuzzy rule database is generated through the
artificial immune algorithm described above. Then the
optimal antibody and the optimal fuzzy rule database
are got by analyzing it. Finally, the task of multi-robot
hunting can be operated based on this fuzzy rule data-
base.

3 Simulation and analysis

The algorithm simulates the multi-robot hunting
task through the simulation program. The simulation
environment parameters are set according to the actual
situation.

Fig. 8 indicates the initial state of multi-robot hun-
ting. The hunting robots in three corners round up the
escaper in the center, and they find each other. While
the hunting robots proceed the round up, the escaper
tries to run away according to certain strategies.

Fig.8 The initial state of multi-robot hunting

Based on the fuzzy rule database after the artificial
immune optimization, the hunting robots gain environ-
mental information and begin rounding up.

After a period of time, hunters effectively actual-
ize the round up with relatively few steps, as shown in
Fig.9. During the process of hunting, the motion traj-
ectory of any robot is smooth and hunters move without

’\/__

Fig.9 The multi-robot hunting process
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obvious turning back or substantial changes. The
overall effect of hunting is good.

Fig. 10 shows the adaption value of the most opti-
mal antibody among all experimental generations during
the process of optimization, as well as how much the
average fitness has changed with the evolution algebra.
In Fig. 10, the horizontal coordinate indicates the evo-
lution algebra in the last experiment; the vertical coor-
dinate indicates the degree of affinity after the unifica-
tion process. As shown in Fig. 10, the average degree
of fitness fluctuates to a certain extent to maintain the
diversity in the population during the implementation of
the algorithm. Yet with the increase of the evolving al-
gebra, the degree of affinity in the optimal antibody
population shows a decreasing trend, until convergence
occurs to the overall optimal solution (i. e. , the fitness

is1).
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Fig.10 The fitness of the population and the average degree of
fitness in the population changes with the change of the
evolutionary algebra

In the case of multi-robot hunting strategy, to ver-
ify the validity and applicability of the method, the ex-
in different environments.

periment is conducted

Fig. 11 and Fig. 12 are two experiments in different
]

¢ \/\

Fig.11 The initial and final state

~ =

Fig.12 The initial and final state

initial states under the condition that the hunters and
escaper have discovered each other. It is shown that the
hunters have completed the rounding up process and
the trajectory has no obvious change of reentrant.

In order to analyze the effectiveness of the hunting
process, various factors are taken into account. This
experiment mainly focuses on the maintenance of the
hunting state and the effectiveness of encirclement. As
shown in Fig. 7, the hunting effect is evaluated mainly
by three parameters L,,, S;and C. The hunting strategy
is evaluated considering the data from the three aspects.

Fig. 13, Fig. 14 and Fig. 15 show that three differ-
ent lines respectively represent the three different ex-
periments including the changes of evaluation parame-
ters. The horizontal coordinate is the number of steps,
and the vertical coordinate shows the normalized dis-
tance. As shown, during the whole hunting process,
the initial values of evaluative parameters are district.
However, the distance among hunters and the distance
between hunters and the escaper decrease as the motion
steps increase steadily, which reflects the trend of ma-
intenance of the hunting state as well as contraction

1g T T
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0.5F

Distance

0.25
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Steps

Fig.13 The distance between the escaper and the geometry center
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Fig. 14 The distance between hunters
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Fig.15 The distance between hunters and the escaper

during the process of hunting. The small fluctuation of
the geometry center distance between the hunter and
the escaper is mainly due to the unpredictable motions
of the escaper once it perceives hunters. But as the
hunting proceeds, a lower value will eventually be
reached.

4 Conclusion

The multi-robot hunting task is studied. Through
collecting information about the environmental data,
the hunting states at different moments are abstracted.
In addition, the overall control of multiple hunters is
achieved through the fuzzy inference system (FIS). By
using the artificial immune algorithm, the majority of
rules in the fuzzy rule database are calculated in ac-
cordance with a certain degree of adaptation. Some in-
tuitive rules are set by expert knowledge, which re-
duces the computational complexity in the optimization
process. Meanwhile, the connection between the rules
is ensured by coding the whole fuzzy rule database as
an optimized individual. The simulation program is
used to carry out the experiment and the environment of
the simulation program is proportionally reduced ac-
cording to the parameters in the actual environment.
The motion of robots is consistent with the constraints
of motion models. Multiple simulation experiments
have been performed under different initial conditions,
which verifies the feasibility of the algorithm and
achieved good results.
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