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Abstract
Considering the deviation in content of community detection resulting from the low accuracy of

resource relevance, an algorithm based on the topology of sites and the similarity between their top-

ics is proposed. With topic content factors fully considered, this algorithm can search for topically

similar site clusters on the premise of inter-site topology. The experimental results show that the al-

gorithm can generate a more accurate result of detection in the real network.
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0 Introduction

System science holds that structure determines
functions. A network system consists of a considerable
number of nodes and inter-node relationships, and
such system structure is known as a complex net-
work!"". A site relationship network, studied in this
paper, is a complex network, which can be represen-
ted by a graph, where the sites are the nodes and the
inter-site linkages are the edges.

A complex network includes small-world effects'?’

21 and node type diversity*.

scale-free characters
The community detection in a complex network is a
process of structure-based metric partition, which can
help people understand the hierarchical relationships in
a network, and reveal the latent attributes among these
relationships'”’ .

Community detection for site relationship network
aims to reveal the resource sharing attributes of sites,
so that it could be available for collaborative recom-
mendations to achieve the goal of knowledge sharing.

The main idea of common community detection al-

gorithms, such as modularity and min-cut'® | is to
identify the relationship of strength among network ed-
ges. But modularity algorithm has been proved to have
limitations in resolution ratio at present: when modu-
larity is applied to optimization, the modules whose

size is smaller than a certain value cannot be

parsed”’. Moreover, since the similarity of node at-
tributes cannot be effectively guaranteed without the
node content attributes, the modularity algorithm does
not meet the requirements of community detection for
site relationship network well.

Community detection based on topic partition,
however, cannot reveal inter-node relevance, and any
two nodes are not necessarily closely relevant to each
other even if they share the same topic.

According to the implementation requirements of a
relevance knowledge recommendation system with sites
as objects, a comprehensive analysis needs to be car-
ried out on site topic relevance and inter-site link at-
tributes. Therefore, in the community partition for site
relationship network, both site topics and inter-site
links are factors to be considered.

In view of the above, this paper presents a com-
munity detection algorithm based on site topic similarity
measurement and network topology. First, n topic tags
from the site content are extracted. Then, the modular-
ity gain and the topic similarity gain are used to evalu-
ate whether the two nodes should be grouped into the
same community.

The rest of this paper is organized as follows. In
Section 1 some related efforts on community detection
have been discussed. Section 2 presents the algorithm
proposed in this paper. Experimental results are given
in Section 3. Finally, the paper is concluded in Sec-
tion 4.

(D  Supported by the National Science and Technology Support Program of China (No. 2012BAH45B01) , the National Natural Science Foundation of China
(No. 61100189, 61370215, 61370211, 61402137) and the National “242” Project of China (No. 2016A104).
2 To whom correspondence should be addressed. E-mail; qdclj@ 163. com

Received on June 1, 2017



190

HIGH TECHNOLOGY LETTERSIVol. 24 No. 21 ]June 2018

1 Related work

Highly time-efficient community detection algori-
thms include Louvain algorithm and Label Propagation,
etc. As an improvement on modularity, Louvain algo-
rithm is applied to large-scale networks, and is well re-
ceived due to its high efficiency as well as good com-
munity quality'®'. In recent years, lots of researchers
have improved and optimized the convergence criteria
of Louvain algorithm variously in order to gain higher
time efficiency and modularity, so that it could be
widely used in large-scale datasets'*"".

However, the currently improved Louvain algo-
rithm still takes modularity as a treatment factor, while
edge weight has a comparatively single dimension, and
there is a big difference in topic tendency between the
partition results.

In terms of topic combination, the present re-
search mainly focuses on microblog. Lu, et al. '™ se-
lected topics from short texts by latent topic modeling,
and then implemented large-scale microblog clustering

B3) calculat-

by two-layer hybrid clustering. Yan, et al. '
ed the shortest path length and directional relationship
in microblog, and took their weighted average as a
weight factor of community detection for the implemen-
tation of community detection. This method achieved a
good result in community topic purity. Sun, et al. '™*'
defined the modularity function of similarity based on
microblog users’ common attention and following be-
havior, and they performed community detection by
greedy algorithm. Wang, et al. ') extracted user top-
ics by LDA model, then filtered cluster centers in ac-
cordance with the path distance, and finally mined mi-
croblog communities based on topic similarity. This
method can be used to gather latent communities and
topics, but the number of communities is limited by the
clustering variables set manually. Li, et al. """ pro-
posed a clustering approach based on hierarchical ex-
pansion, which built the scientific collaboration net-
work to calculate the strength of the connected between
each two nodes, and used modularity Q to determine
the quality of the cluster, which provided a new idea
for the community detection and exploitation of scientif-
ic collaboration network.

Unlike microblog where there are just short texts,
a site page contains all sorts of documents, and inter-
site relationship mainly consists of link orientations.
Therefore, considering the characteristics of site rela-
tional network , analyzing the advantages of the existing
microblog clustering schemes, and by reference to the
convergence criteria of efficient Louvain algorithm, this

paper proposes an algorithm based on topic similarity
and topology——TSTA (algorithm based on topic simi-
larity and topology ). This algorithm first extracts site
labels, then defines the evaluation function of compre-
hensive label similarity and modularity, and finally
searches for an approximately optimal community parti-
tion resulting in combination of greedy algorithm.

2 TSTA implementation

In this section, an algorithm ( called TSTA) for
detection of communities in graph is proposed. The da-
ta model is first proposed for the algorithm in subsec-
tion 2. 1 below, a computational scheme is designed for
topic similarity in subsection 2. 2, and the detailed
steps of algorithm are described in subsection 2. 3.

2.1 Site relationship network data modeling

Site relationship network can be represented as
graph G with a set of nodes N, a set of edges E and a
set of tags Z. The nodes represent the sites in a real-
world network whereas edges can be considered as the
link relations between the sites, the tags are a collec-
tion of topics keywords. Graph G = (V, E, Z) is as
shown in Fig. 1, where;

1) Vis the set of node members in the graph, V =
{1}17 Vs 1)3’.."/Un% 5

2) E is the set of edges, E = {e,, e,, e;, ",
e },withm =1 E |, here, the density of the link as
the weight, while the link buffer value and no follow
attribute are not considered temporarily ;

3) Zis the set of topic (or content) tags for mem-
bers, which is extracted from the site document T, Z
= {z,25, 2,0, T = {t,, ty,, t,}.

4) Similar (i, j) represents the similarity between
v; and v; two node tags.

The set of site
documents

The set of topic
tags

The set of edges
and nodes

Fig.1 The data models for TSTA

The output of the algorithm is the set of communi-

tiesC = {C,, C,,---,C,} , where;
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1) w( Z e,

_) is the sum of all the weights in C;;
2) w( Y

nodes in all 1n01dent Cis

) is the sum of the weights of the

3) w; ¢, is the sum of the weights from node v; to

G

2.2 Site topic introduction
Site content is a set of multiple himl documents.

Content vocabulary set T is first chosen from site docu-

ments in this paper, and then documents are processed

by model TF-IDF (term frequency-inverse document

TF-IDF is a

derivative of statistical thoughts, which is also applica-

frequency) , forming topic document z.
ble to the text sets composed of various site documents
since it can be used to judge whether a word has a
strong labeling ability by calculating the exposure fre-
quency of this word in the current document and other
documents. In this paper, words are sorted by the size
of TF-IDF value, and the first m words are extracted as

labels of site A, A, = {A,, A,,-+, A

zl o zm}‘

After a set of site labels acqmred, cosine similari-
ty algorithm, as in Eq. (1), is introduced into this pa-
per to evaluate the similarity between site label A and
B, of which the value range between 0 and 1, and a
higher value means that the two sets of labels are more

similar to each other.

ZL OAzka

/Zk 0 Z" Z:;;szz
(D

The S of a community is a scalar value between

similar(A, B) =

—1 and 1 that measures the mean value of the similari-
ty between every two nodes in the community, as in
Eq. (2), where n represents the numbers of nodes in
community C, . The larger the value is, the higher the
topic quality is.

- Z e similar(i, j)

_ i,jeCp
Tk z c: (2)

n

2.3 Detailed description of TSTA

The community detection algorithm proposed in
this paper is divided in two phases: the phase of node
mobility and the phase of node combination.

At the phase of node mobility, first, the gain gen-
erated by placing node i in the community of each
neighbor j, is calculated, which is the weighted aver-
age of the degree of variance of modularity gain and
topic similarity, as shown in Eqs(3) and (4), then
the node ¢ selects the neighbor with the highest gain to

merge. This phase is circulated until all gains get less
than 0.

At the phase of node merge, the nodes falling un-
der the same community at the above phase are prima-
rily reshaped as independent nodes in the merging
process of edge weight and topic label, etc., namely
new graph G'(V', E', Z'), with V' = {C, ,C, , -,
C.l,w', ; =(wherev, € C,,v; € C)),
topic label Z', = Z o e

[
m

the new node

These two phases are iterated until there are no
longer grow of modularity Q, as in Eq. (5).

AP = A xAQ + (1 = 1) X AQ x similar(i, j)

(3)

W(ch,> +wi~C/_(w(Z ) +w) ]
2m

a0 - |

2m
_ [W( 2 g, _ (w( ch_))2 _ (w,)2]
2m TJ 2m
(4)
_ Zinci Zcoc[ 5
Q ZCLCC[ 2m _( 2m ) ] <5)

According to the design of the TSTA implementa-
tion above, Algorithm 1 shows details of gain calcula-
tion part and Algorithm 2 represents the pseudo code of
TSTA steps.

Algorithm 1 maximum _ gain _ calculation

Input: node

Output; best _ gain, best _ neighbor

Begin

1 for random v e neighbor(node) do

2 gain «— AP from move (node, community(v))
3 if gain > best _ gian then

4 best _ gain «— gain

5 best _ neighbor «—v

6 Return best _ gain and best _ neighbor

END

Algorithm 2 TSTA
Input: A graph G = (V,E,Z)
Output: A set of communities C = {C,,C,-++++- C.

Begin

1 Q=0

2 network[ 0] <« initialize( G, network[0])
3 Do |

4 Best _ Q=0

5 Do |

6 improvement <— false

7 for node in network[ 0] ;
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8 P, target _ neighbor—

maximum _ gain _ calculation( node)
9 if Py >0 then
10 merge the node with target _ neighbor
11 improvement <— true
12 | while(improvement)

13 rebuild ( network[ 0] )

14 q < calculate () (network[0])
15 | while ¢ > = best _Q

16  Return network[ 0 ]

END

//merge node

3 Experimental results and analysis

The algorithm proposed in this paper is validated
with real network data in this section. The experimen-
tal environment of this paper is described in subsection
3.1. Subsection 3.2 presents the evaluation indicators
involved in the experiment. Subsection 3.3 compares
the experimental results of this algorithm with the tradi-
tional modularity algorithm.

3.1 Experimental environment

Experimental datasets: more than 40 miscellan-
eous sites are adopted in this paper as seed sites (in-
cluding game, training, news and other relevant topic
sites) , and then with link relation as a relevance fac-

tor, over 8,000 sites are selected as nodes for rele-

vance analysis.
Working environment; the experiment is con-duc-
ted by a desktop computer (1.6GHz Intel Core i5 pro-

cessor, 4GB memory, 1600 MHz DDR3).

3.2 Experimental methods and evaluation indexes

Considering that the algorithm presented in this
paper is based on topic similarity and modularity, the
evaluation values containing these two factors are se-
lected.

First, the difference in community topic expres-
sion between Louvain and TSTA is analyzed based on
community topics in partition results. The followings
are evaluations made from the perspective of topic dis-
tribution ratio, topic looseness and highest correlation
proportion.

1) Topic distribution ratio; Topic distribution rati-
o reveals the distribution of topics in target community ,
and if there is some topic whose proportion is greater
than the threshold (50% here), it suggests that this
topic is significantly representative.

2) Topic looseness: Topic looseness refers to the
number of communities that contains topic A. If there

are n communities in the partition result that contain
topic A, the looseness of topic A in this partition result
is n. The higher the looseness is, the more dispersed
the topic distribution is.

3) Best relevance ratio: The number of sites con-
taining topic A in the community where topic A appears
the most frequently is denoted by n,, and the number
of the sites containing topic A is n, and the best rele-
vance ratio is n,/n. The larger the best relevance ratio
is, the more concentrated the topics are, namely the
more likely there is the topic clustering required.

After the above three factors are analyzed, this
paper combines modularity with topic similarity, com-
pleting the final evaluation based on an objective val-
ue. Here, inspired by F-source, and with reference to
the evaluation approaches in Refs[ 17,18 ], a calcula-
tion formula is established for value of evaluation by
combining S value with Q) value, as shown in

SQ-Foz=(1+2a2> - (5x0) (6)
o - (S+0Q)
where « is the weight parameter to adjust Sand Q, o €
[0, ) whena = 1, S and Q have the same weight.
The larger the value of SQ-Fa is, the better the result
of weighing by both factors is.

3.3 Experimental process and results

At the first step, this paper preprocesses the data-
sets, and takes the home information on each site as its
content information. First, Chinese sentences in the
html documents are fragmented and cleaned, with null
words as well as classifier, adverb and temporal phra-
ses deleted, and the result of each site is output as pre-
processing data. Then, the keywords with strong labe-
ling ability are output by model TF-IDF model as site
labels and brought into the algorithm processing proce-
dure. The above preparation step is completed.

At the second step, community testing is per-
formed by TSTA, and Louvain is adopted as the com-
parison object.

1) Community mining results

The TSTA and Louvain algorithms are used to
process the datasets. In the station relation network of
1000, 2000, 3000 and 4000 levels, the result shown
in Fig. 2 is obtained.

As can be seen from the experimental data, with
the number of sites increased progressively, the num-
ber of communities discovered by Louvain tends to be
stable, and easy to include large-scale communities.
The improved algorithm discovers much more sites than
the former algorithm, and the average size of communi-

ties is relatively stable.
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Fig.2 The number of communities of different network sizes.

there are multiple sites with different topic labels in the
same community, and there is no topic whose ratio is
greater than the threshold, which reflects the looseness
of the topic characteristics of the individual communi-

In order to further verify the algorithm presented,
this paper takes 1,000 site relationship networks as a
dataset (Fig.3), and makes a more detailed analysis

on the experimental results. v ) o
Then, a comparative analysis is performed on the

result of TSTA, and Fig. 6 shows the result of commu-
nity partition by TSTA.

Fig.3 Experimental data set

Fig.4 shows the community partition result by
Louvain ( with independently scattered points exclu-

ded). Extracting and analyzing the topic labels of any
two communities which are close to the average in the Fig.6 The detected communities in the network by TSTA
result, get a scale shown in Fig. 5. It can be seen that

1,000 datasets are partitioned into 32 communi-
ties by TSTA. Fig.7 is the topic scale distribution in
two of the communities. As can be seen, there are top-
ics whose ratio is greater than 50% in these two commu-
nities, namely there has been a topic tendency in them.

Il Games

H Security Technology
“ News

O Fictions

= Aviation

i |
# Cloud Technology
® Exam Training

= Questionnaires

Community A Community B & Otfiets

Fig.4 The detected communities in the network by Louvain. Fig.7  Scale map of topic distribution under TSTA
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in them. However, since the algorithm couldn’ t break
the inter-site connections in principle, absolute topic
centralization couldn’t be realized.

Fig. 8 is the difference in topic looseness between
Louvain and TSTA, and Fig. 9 is the best relevance ra-
tio. As can be seen, the mean topic looseness by TSTA
is lower than that by Louvain, while the best relevance
ratio is larger than the latter. The topic convergence
expected could be seen in the community detection re-
sult, which is more aligned with the requirements of
community detection in site relationship networks.
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Fig.9 Best relevance ratio for Louvain and TSTA

2) SQ-Fa

Then the SQ-Fa metric is used to evaluate the re-
sults of TSTA and Louvain, and parameter o is taken
as a varying factor set to 0.5, 0.75, 1, 1.25 and 1.5
respectively, with a relation curve shown in Fig. 10. It
can be seen that in the real network, the SQ-Fo-based
results of the TSTA are better than those of the modu-
larity algorithm. In other words, TSTA has better per-
formance than the Louvain, as well as a more distinct
advantage in integrated modularity and topic quality.

1.2
—&— TSTA —#— Louvain
1.0
0.8
3
i
> 0.6 -
172}
041
0.2 I\'\-;
0 ] 1 - 1 = 1 =
0.5 0.75 1 1.25 1.5
o

Fig.10 SQ-Fa for Louvain and TSTA on different «

At the same time, the experiment finds that the
better community detection result obtained by TSTA al-
gorithm is based on longer calculation time. In theory,
the core computing path of TSTA algorithm is basically
the same as Louvain algorithm, so that its time-com-
plexity is the same as Louvain algorithm. However,
since TSTA algorithm introducing cross-service calcula-
tion, which adds network and cosine similarity model
calculation besides basic time, so the real working time
is 5-7 times of Louvain algorithm with the same number
of nodes.

4 Conclusion

This paper studies the community detection tech-
nologies for site relationship network, analyzes the
shortcomings of common community detection algo-
rithms, and presents a community detection algorithm
based on topic similarity and topology. The proposed
method first performs site topic similarity matched by
TF-IDF topic modeling and cosine similarity algorithm,
and then strives to gain optimal group benefits in com-
munity detection using the concept of modularity and
similarity gain. The results of experiments and compar-
isons with the traditional modularity algorithm indicate
that our algorithm performs a greater advantage both in
modularity and topic quality , thus it can be used to

mine related site resources.
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