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Abstract

Pedestrian attribute classification from a pedestrian image captured in surveillance scenarios is

challenging due to diverse clothing appearances, varied poses and different camera views. A multi-

scale and multi-label convolutional neural network (MSMLCNN) is proposed to predict multiple pe-

destrian attributes simultaneously. The pedestrian attribute classification problem is firstly trans-

formed into a multi-label problem including multiple binary attributes needed to be classified. Then,

the multi-label problem is solved by fully connecting all binary attributes to multi-scale features with

logistic regression functions. Moreover, the multi-scale features are obtained by concatenating those

featured maps produced from multiple pooling layers of the MSMLCNN at different scales. Extensive

experiment results show that the proposed MSMLCNN outperforms state-of-the-art pedestrian attribute

classification methods with a large margin.

Key words: pedestrian attribute classification, multi-scale features, multi-label classification,

convolutional neural network ( CNN)

0 Introduction

At present, research of pedestrian attribute classi-
fication has attracted a lot of attention. Pedestrian at-
tributes, such as gender, dark hair and skirt, can be
used as soft biometric traits in the surveillance field for
public security. For example, pedestrian attributes are
useful clues for person retrieval ">’ | subject identifi-

cation”, human identification"*"’

[6,7]

and person re-
identification In practical surveillance scenarios,
pedestrian attribute classification is a challenging task
in computer vision, since pedestrian images are usually
of low resolution, blurred and partially occluded and
contain variations of illumination and viewpoint. There-
fore, how to develop an effective pedestrian attribute
classification method becomes a very challenging and
desirable topic.

The most popular method for pedestrian attribute
classification is the one using hand-crafted features

(e.g., MBLBP"' | RGB, HSV and YCbCr color his-

tograms, Gabor and Schmid features'®’) and support
vector machine ( SVM ) based atiribute independent

oo [3,6,9-11
classifiers'*¢"

, which cannot fully solve the pedes-
trian attribute classification problem. Because hand-
crafted features have a limited representation ability for
large appearance variations, and attribute independent
SVM classifiers cannot investigate interactions of differ-
ent attributes. Moreover, along with the increasing
numbers of pedestrian attributes, training SVM-based
attribute classifier one by one is very tedious.

In this study, a multi-scale and multi-label convo-
lutional neural network ( MSMLCNN) is proposed to
solve the pedestrian attribute classification problem.
Following the VGGNet architecture' "’

small sized filters for each convolutional layer and em-

that applies

places multiple convolutional layers before one pooling
layer, a very deep network with a strong feature learn-
ing ability can be obtained in this paper. However, it
is difficult to train this very deep network, because the
gradient vanishing problem' "’ may appear in the back

propagation process. Moreover, for those attributes
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with complex localizing characteristics and different
scales, the way of only using the features learned in
the last layer is not completely suitable. Because fea-
tures learned in the last layer are too global to some lo-
cal attributes, such as has sunglasses, upper body vneck
and footwear sandals. Therefore, the proposed MSML-
CNN is designed by fully connecting each attribute with
multiple pooling layers at different scales, which not
only adds the supervisory signal to multiple intermedi-
ate layers, but also combines local and global features
for the attribute classification.

The rest of this paper is organized as follows. Sec-
tion 1 summarizes the related work. Section 2 intro-
duces the proposed multi-scale and multi-label convo-
lutional neural network. Section 3 presents experimen-
tal results to validate the superiority of the proposed
method. Section 4 concludes this work.

1 Related work

1.1 Attribute pedestrian database

Recently, several public atiribute pedestrian data-
bases have been released, such as VIPeR'™,
PRID'"!, GRID"® | APiS'® and PETA'".

of the number of annotated pedestrian attributes, VI-

In terms

PeR is firstly annotated with 15 attributes by Layne, et
al. !, They annotated VIPeR, PRID and GRID with
21 attributes in their further work'®’. APiS annotated
with 15 attributes by Zhu, et al. "', PETA is a large
Fig. 1

shows some annotated sample images selected from the

database, including 65 attribute annotations.

PETA"" database. In terms of the number of images,
VIPeR, PRID and GRID are small databases and each
one contains less than 1500 images. APiS includes
3661 images and PETA consists of 19000 images. It
can be found that more and more databases have been
released, and both the number of attributes and the
number of images are increasing. This illustrates the
research of pedestrian attribute classification is attrac-
ting more and more interest and attention.

Fig.1 Annotated sample images selected from the PETA"" database.

1.2 Pedestrian attribute classification

The most popular approach for pedestrian attribute
classification is to train each attribute classifier inde-
pendently on hand-crafted features. In terms of hand-
crafted features, there are many local features possible
be applied to describe pedestrian images for different
attribute classifications, such as MBLBP'®', RGB,
HSV and YCbCr color Gabor and

Schmid'®' features. Moreover, sparse feature represen-
[17,18]

histograms,
tation methods also can be used to represent pe-
destrian images.

In terms of attribute classifiers, support vector
machines ( SVMs) are most commonly used. For ex-
ample, support vector machines (SVMs) were applied
to train attribute independent classifiers in Refs[ 3, 6,
9, 10]. Moreover, the gentle AdaBoost' " algorithm
was utilized to train each attribute’ s classifier inde-
pendently in Ref. [8]. If the number of pedestrian at-
tributes is small, these straight forward methods are

able to train pedestrian attribute independent classifiers
conveniently. However, when the number of pedestrian
attributes is huge, the one by one attribute independent
training progress is too tedious for human. In addition,
these methods still leave a room for improving the accu-
racy of pedestrian attribute classification, because they
do not take the interactions of different attributes into
account.

Considering that pedestrian attribute classification
is a multi-label classification problem, rather than a
multi-classification problem'”’ | there are some meth-
ods learning interaction models of different attributes to
improve the performance of pedestrian attribute classifi-
cation. For example, Chen, et al. > applied a condi-
tional random field ( CRF) to learn an attribute inter-
action model. Deng, et al. " built an undirected
graph with a Markov random field (MRF) to model the
relationships of different attributes. In the previous

2]
b

work ' pedestrian attribute classification was im-

proved by weighting interactions from other attributes.
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1.3 Convolutional neural network

Convolutional neural networks ( CNNs) “***) have
been used in many image-related applications and ex-
hibited good performances. Krizhevsky, et al. ">’ ap-
plied AlexNet for image classification and it outper-
formed many state-of-the-art methods on the ImageNet
database. Donahue, et al. "**' and Razavian, et al.
demonstrated that off-the-shelf features learned by a
CNN pre-trained on the ImageNet database could be ef-
fectively adopted to attribute classifications. Sun, et
al. " proposed a CNN named DeeplD to learn a set of
high-level feature representations for face verification.
DeeplD achieves a 97.45% face verification accuracy
on the LFW database and it is almost as good as the
human performance of 97. 53% . Based on DeeplD,
DeepID2"™’ and DeepID3'™’ | further improvement is
got for the face verification accuracy on the LFW data-
base. Gong, et al. "' proposed a multi-label deep
convolutional ranking network to address the multi-la-
bel image annotation problem. They adopted the archi-
tecture proposed in Ref. [25] as a basic architecture
and redesigned a multi-label ranking cost layer for
multi-label prediction tasks. Zhu, et al. **' proposed a
multi-label convolutional neural network for pedestrian

attribute classification, which learns single scale fea-
tures for all attributes.
The most popular components in the recent re-
search of CNN include rectified linear unit ( ReLU)
[33] * batch [35]

neuron )
adding supervisory signals to intermediate layers ™
[37]

b

, dropout’ normalization

’
multi-scale fully connection
[29)

joint identification-

verification cost function and small filter and Very
deep architecture' ', ResNet'***"! and DenseNet'*’
2 Multi-scale and multi-label convolutional

neural network

2.1 Network architecture

As shown in Fig. 2, the proposed multi-scale and
multi-label convolutional neural network ( MSMLCNN)
uses a VGGNet'™’
continuous convolutional layers before the first two max
different from VGGNet''*,
the proposed MSMLCNN adds supervisory signals to the
last three pooling layers (i. e. 0, 12).
The VGGNet architecture has shown that continuous
convolutions are able to learn features with larger re-

architecture which emplaces two
pooling layers. Moreover,
, layers 8, 1

ceptive fields and obtain more complex nonlinearity
while restrict the number of parameters.

layer 8

layer 9

layer 10
layer 11
layer 12

b J-

male?

long hair? has trousers?

— ~
) B o < "
i . = 5* 5‘
DI J
4
:ﬂ convolution layer = convolution
[U max pooling layer = max pooling
average pooling layer average pooling
O ... different attributes =—> full connection
Fig.2

used in the proposed method

Refs[ 30,36 ] have shown the benefits of introdu-
cing supervisory signals to multiple layers in two as-
pects. First,
mid-level features.

it is useful to learn more discriminative
Second, it is able to avoid gradient
vanish to make the optimization of a very deep neural
network easier. in Refs[30,36],
supervisory signals were added
by connecting some intermediate layers with multiple
cost functions configured with different weights. In the
testing process, only the prediction model learned on
the last layer is used for predicting, while those predic-

However, when

training a deep CNN,

The architecture of the deep multi-scale and multi-label convolutional neural network ( MSMLCNN)

tion models learned on the intermediate layers are dis-
carded. This way of adding supervisory signals is not
completely suitable for pedestrian attribute classifica-
tion. The reasons are listed as follows.

First, it is very difficult to assign suitable weights
to different attribute cost functions that are connected
with different layers in the training progress. Second,
attributes having complex localizing characteristics and
different scales, the way only using features learned in
the last layer is inappropriate, because the features

learned in the last layer are too global to local attributes
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(e.g., has sunglasses, upperBodyVNeck and foot-
wearSandals). Therefore, as shown in Fig.2, in the
proposed MSMLCNN , supervisory signals are added by
fully connecting each attribute with multiple pooling
layers at different scales, which makes the MSMLCNN
able to learn multi-scale features for different attributes
and apply multi-scale features for the testing phase.
Parameter details of the proposed MSMLCNN is listed
in Table 1. In the table C, MP and AP represent conv-

olutional , max pooling and average pooling layers, re-

spectively.
Table 1 Parameter details of the proposed MSMLCNN
Layer  Type Size Neuron Filter/stride
1 C 128 x 48 x 64 ReLU 3x3/1
2 C 128 x48 x 64 ReLlU 3x3/1
3 MP 64 x24 x64 - 3x3/2
4 C 64 x24 x96 ReLU 3 x3/1
5 C 64 x24 x96 ReLU 3x3/1
6 MP 32 x12x96 - 3x3/2
7 C 32 x12 x128 ReLU 3 x3/1
8 MP 16 x6 x 128 - 3x3/2
9 C 16 x 6 x 160 ReLU 3x3/1
10 MP 8 x3 x 160 - 3x3/2
11 C 8 x3x192 - 3x3/1
12 AP 6 x1x192 - 3x3/1

2.2 Cost function design

In order to make the proposed MSMLCNN able to
predict all attributes simultaneously, all attributes are
fully connected with the last three pooling layers, as
shown in Fig.2. In practice, there are not only binary
class attributes, but also multi-class attributes, such as
clothing color. In order to make the design of each at-
tribute’ s cost function more consistent, the pedestrian
attribute classification problem is transformed into a
multi-label classification problem including multiple bi-
nary attributes needing to be classified, then all binary
attribute classification problems will be solved with lo-

gistic regression models'*'’. The cost function of the

proposed MSMLCNN is formulated as follows

K
F =% )G, (1)
k=1

where G, is the cost function of the k-th attribute, K is
the total number of attributes, A, = 0 is a parameter
used to control the contribution of the k-th attribute
classification. In this work, A, is set as A, = 1/K and
G, is formulated as follows;

G = - X [y log(h,, (+")
b (1 =30 log(1 =y, () ]

n 1
h,, (") = (2)
I +e
where {x,, ¥} | represents a training sample and y; e
{0,1} is k-th attribute label of n-th sample x,, N re-

presents the number of training samples, w, represents

—1wxn

no

fully connected parameters between k-th attribute and
the last pooling layers. To avoid the imbalanced classi-
fication, Eq. (2) is further extended as:

1 N n n
G = =y 2, i log(h, ()l

+ (1 =) log(1 = h, («"))B}]
I

g 3)
where N and N, are the numbers of negative and posi-
tive samples of k-th attribute, respectively. The learn-
ing toolbox for MSMLCNN is the cuda-convnet and it
can be found in a google code website, https://code.
google. com/p/cuda-convnet/.

3 Experiment and analysis

The challenging database PETA'"" is used to vali-
date the superiority of the proposed MSMLCNN based
pedestrian classification method. The PETA database
consists of 10 subsets, such as VIPeR, PRID, GRID,
CAVIAR4REID. Therefore, the PETA database is very
complex which contains variations of different camera
views, illuminations, resolutions and scenarios. PETA
includes 19000 images and each image is annotated
with 65 attribute, such as gender, age, hair length and
clothing color.

A comparison is made for two baseline methods
proposed in Ref. [42] and MSMLCNN. The first base-
line method ikSVM'*' is a SVM-based method. The
second method MRFr2'**! exploits the context of neigh-
boring images by a Markov random field (MRF) to im-
prove the performance. The MRF is an undirected
graph, where each node represents a random variable
and each edge represents the relation between two con-
nected nodes. The unary energy item is the probability
predicted by ikSVM, while the pairwise energy item is
the similarity between two neighboring images learned
by a random forest ( RF) method. Both two baseline
methods use foreground masks to improve feature ex-
traction.

For the method, both multi-scale and single scale
configurations are evaluated. As shown in Fig.2, the
multi-scale configuration of multi-label CNN ( MSMLC-
NN) uses the features learned in the last three pooling
layers (i.e. , layers 8, 10, 12). The single scale con-
figuration of multi-label CNN ( SSMLCNN) only uses
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the features learned in the last pooling layer (i. e.

layer 12).

3.1 Setup

All images of the PETA database are scaled into
128 x 48 pixels. Following the evaluation protocol in
Ref.[11], PETA is divided into non-overlapping
train, validation and test subsets, which includes
9500, 1900, and 7600 images, respectively. Both
train and validation subsets are augmented by transla-
tion and mirror operations. All multi-class attributes
are transformed into multiple binary-class attributes. A
binary attribute is considered imbalanced, if the num-
ber of positive samples is less than 50, and it is discar-
ded. After discarding imbalanced attributes, 82 binary
attributes were got, as shown in Table 2. For these 82
attributes, each attributes’ classification accuracy and
recall rate are reported when false positive rate (FPR)

is set at 10% , along with the Area Under the ROC
Curve ( AUC), while the two baseline methods in
Ref. [42] only provide 35 attributes’ classification ac-
curacies. For both the SSMLCNN and MSMLCNN, the
average pooling layer (i.e. , layer 12) is followed with
a 0.5 ratio dropout layer. Moreover, both SSMLCNN
and MSMLCNN use default thresholds (i.e., 0.5) to

obtain the classification accuracy of each attribute.

3.2 Convergence comparison between SSMLCNN

and MSMLCNN

As shown in Fig.3, MSMLCNN converges faster
than SSMLCNN on the train subset. Moreover, on the
validation subset, MSMLCNN also obtains better per-
formance than SSMLCNN. This result illustrates the
way of adding supervisory signals by fully connecting
each attribute with multiple pooling layers at different
scales is helpful to train a deep CNN.

0.6 7 T T T T T T T T
|
v ——&— MSMLCNN-TR
0.51 MSMLCNN-VAL T
—#&— SSMLCNN-TR
K oal SSMLCNN-VAL ]
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Fig.3 The convergence comparison between SSMLCNN and MSMLCNN (TR and

VAL represents the training and validation subsets)

3.3 Performance comparison

In Table 2, the resulis of the two baseline meth-
ods are directly cited from Ref. [42] and only 35 at-
tributes’ accuracies are obtained, thus for those results
that were not reported in Ref. [42] are recorded as N/

A. For the first 35 attributes, from Table 2, it can be
found that both SSMLCNN and MSMLCNN excel the
two baseline methods for most attributes and get 9. 5%
and 12.0% average accuracy improvements to the bet-
ter baseline method (i.e., MRFt2), respectively.

Table 2 The performance comparison of ikSVM™’ | MRFr2™! | SSMLCNN and MSMLCNN

Accuracy rate (% ) Recall rate( % ) @ FPR =10% AUC(% )
Attribute iksvM MRFr2 oML MSML o il ONN MSMIL-CNN  SSML-CNN MSML-CNN
-CNN -CNN
1. agel6-30 83.1 86.8 75.2 79.1 48.7 60.0 82.01 86.32
age31-45 77.6 83.1 75.1 79.1 47.5 56.6 78. 86 82.76
aged6-60 79.1 80.1 90.3 91.7 58.6 64.9 79.55 85.00
ageabove60 93.5 93.8 95.7 97.3 82.6 88.7 92.46 94.78
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Continued
5. backpack 70.7 70.5 78.3 82.3 44.5 49.6 80.23 82.83
carrying other 66.9 73.0 76.1 77.5 39.1 45.3 74.26 77.79
lower casual 76.5 78.2 87.0 90.2 30.3 42.1 80.16 84. 64
upper casual 76.0 78.1 85.4 89.1 30.9 40.6 79.71 83.83
lower formal 76.6 79.0 87.5 90.2 57.7 67.5 82.33 86.48
10. upper formal 76.8 78.7 87.6 90.7 57.6 68.1 81.64 86.30
hat 89.4 90.4 92.8 95.0 77.2 82.6 89.15 91.53
upper jacket 69.6 72.2 89.7 93.4 49.8 54.8 80.74 81.95
lower jeans 79.8 81.0 77.5 82.1 52.2 65.7 80.83 86.64
leather shoes 84.0 87.2 80.2 83.5 60.2 68.5 83.37 88.43
15. upper logo 53.4 52.7 89.2 91.9 33.8 45.0 74.50 79.76
long hair 79.4 80.1 81.1 84.7 54.9 66.5 81.86 87.63
male 84.6 86.5 76.5 81.1 52.6 66.0 82.91 88.64
messenger bag 74.8 78.3 75.5 76.3 49.4 53.9 76.83 80.28
muffler 92.2 93.7 95.3 96.1 80.2 89.4 91.50 95.32
20. no carrying 72.5 76.5 75.9 78.6 45.9 49.7 76.69 80.32
no accessory 79.2 82.7 82.2 82.9 31.8 46.0 80.27 83.93
upper plaid 65.1 65.2 94.5 95.2 39.6 51.8 79.09 84.15
plastic bags 79.0 81.3 90.0 93.7 60.5 70.6 82.56 86.99
sandals 51.9 52.2 95.1 96.9 44.1 60.5 79.82 85.56
25. shoes 72.0 78.4 70.8 74.6 44.1 49.0 75.61 78.93
lower shorts 65.2 65.2 94.3 95.5 58.6 71.1 84.61 89.86
upper short sleeve 75.1 75.8 86.7 87.8 53.6 63.0 82.93 88.36
lower short skirt 69.6 69.6 93.6 94.3 60.2 66.9 84.25 87.65
upper thin stripes 51.9 51.9 93.0 96.8 28.2 23.7 71.33 70.92
30. upper sweater 71.5 75.0 94.8 96.6 53.4 53.0 80.36 78.74
sunglasses 53.3 53.5 95.0 96.0 46.8 60.7 82.07 87.01
lower trousers 77.9 82.2 70.6 74.7 39.9 52.2 77.49 82.64
upper T-shirt 71.1 71.4 90.5 91.3 49.7 61.5 81.25 87.36
upper v-neck 53.3 53.3 96.5 97.7 40.9 52.3 75.59 81.53
35. upper other 83.2 87.3 75.0 78.9 62.6 67.5 82.79 86.65
average(1-35) 73.6 75.6 85.1 87.6 50.1 59.2 80.80 85.02
ageless15 N/A N/A 98.5 99.2 64.8 69.0 88.41 88.84
hair band N/A N/A 94.3 94.8 44.2 46.8 76.91 79.03
kerchief N/A N/A 99.5 99.6 85.7 87.0 92.60 93.22
baby buggy N/A N/A 97.9 99.1 80.0 90.9 91.90 96.36
40. folder N/A N/A 94.1 98.0 40.3 42.5 73.12 74. 60
luggage case N/A N/A 96.0 98.3 66.9 79.9 88.25 93.14
suitcase N/A N/A 95.9 97.9 59.8 63.0 86. 89 89.40
lower hot pants N/A N/A 98.8 99.5 89.6 90.3 95.71 95.48
lower capri N/A N/A 95.1 97.2 38.6 51.8 77.22 82.84
45. lower suits N/A N/A 94.4 95.6 59.7 73.7 84.51 89.53
lower long skirt N/A N/A 96.7 98.3 70. 1 73.0 87.19 87.99
upper suit N/A N/A 95.2 96.3 59.6 73.5 84.33 89.01
upper long sleeve N/A N/A 86.3 88.0 33.8 63.2 81.23 87.33
upper no sleeve N/A N/A 96.6 97.9 69.9 74.7 87.68 92.44
50. upper thick stripes N/A N/A 96.5 98.5 28.3 45.0 70.52 78.81
short hair N/A N/A 78.4 83.3 38.9 59.7 80.30 86.14
hair bald N/A N/A 96.8 98.1 53.0 66.9 77.73 86.55
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Continued
hair black N/A N/A 81.0 86.0 56.0 73.4 86.15 91.19
hair brown N/A N/A 86.5 88.8 66.3 75.3 85.92 89.85
55. hair grey N/A N/A 92.6 95.1 59.9 69.9 81.33 87.03
hair white N/A N/A 97.3 98.5 85.1 91.7 93.61 96.97
hair yellow N/A N/A 93.5 96.2 61.4 77.2 85.72 91.35
upper black N/A N/A 82.5 84.8 72.1 77.2 89.73 92.29
upper blue N/A N/A 91.9 94.9 71.4 80.7 88.31 92.80
60. upper brown N/A N/A 91.5 93.7 63.9 71.0 85.84 89.22
upper green N/A N/A 92.5 97.3 49.8 70.2 80.37 89.02
upper grey N/A N/A 81.4 85.1 47.2 53.0 80.27 83.07
upper purple N/A N/A 93.5 97.8 50.0 71.2 77.35 89.77
upper red N/A N/A 93.8 96.6 75.0 87.6 90.94 94.94
65. upper white N/A N/A 86.2 88.0 64.4 72.9 86. 64 90.43
upper yellow N/A N/A 95.4 98.8 61.0 77.9 82.84 91.95
upper pink N/A N/A 96.7 98.3 47.8 70.4 82.15 88.39
upper orange N/A N/A 96.6 98.9 66.7 77.0 88.74 88.77
lower black N/A N/A 79.8 82.2 61.8 70.6 87.17 90.20
70. lower blue N/A N/A 84.5 87.0 65.3 77.9 86.55 91.45
lower brown N/A N/A 94.5 96.4 61.4 73.6 84.67 90. 15
lower grey N/A N/A 76.8 82.9 43.6 55.7 76.56 83.23
lower red N/A N/A 98.4 99.2 72.4 82.8 90.73 95.44
lower white N/A N/A 93.6 94.6 68.8 78.2 87.93 91.71
75. footwearblack N/A N/A 70.6 74.6 44.7 56.4 77.65 83.08
footwear brown N/A N/A 89.0 91.2 55.6 70.0 81.33 87.42
footwear grey N/A N/A 83.7 84.6 44.3 49.2 77.53 79.98
footwear red N/A N/A 93.9 98.4 59.3 72.8 85.94 92.20
footwear white N/A N/A 79.7 82.8 40.0 57.9 77.91 84.30
80. boots N/A N/A 94.3 96.2 63.6 70.8 85.18 87.47
sneakers N/A N/A 78.1 78.9 39.9 49.2 78.79 83.00
stocking N/A N/A 95.3 96.3 73.3 78.2 89.53 91.65
average (1-82) N/A N/A 88.7 91.1 55.4 65.4 82.77 87.08
Comparing MSMLCNN with SSMLCNN, it can be . Attribute 1-35 averageROC
observed that MSMLCNN obtains better performances ==
for almost all attributes, thus higher average recall rate
and AUC are obtained, as shown in Fig. 4 and Fig. 5. 0.8
Specifically, for the first 35 attributes, the average re-
call rate and AUC of MSMLCNN are 9.1% and .6 v il b e i st s i i i
4.22% higher than those of SSMLCNN, respectively. 3
Moreover, for all 82 attributes, the average recall rate & ‘
and AUC of MSMLCNN are 10.0% and 4.31% higher ool 1 AR S
than those of SSMLCNN, respectively. The first 35 at-
tributes’ and 82 attributes’ average ROC curves resul- 0.2 ST
ting from SSMLCNN and MSMLCNN are shown in SSMLCNN
Fig. 4 and Fig.5, respectively. Both Fig.4 and Fig.5 0 ‘ : : ‘MSMLCNN
0 0.2 0.4 0.6 0.8 1

show that MSMLCNN has better ROC performances
than SSMLCNN. These that
MSMLCNN learning multi-scale features is helpful for
improving the pedestrian attribute classification per-

results demonstrate

formance.

FPR

Fig.4 The average (1-35) attribute ROC curves by using

SSMLCNN and MSMLCNN



60

HIGH TECHNOLOGY LETTERSIVol.24 No. 1|Mar. 2018

Attribute]1-82 average ROC

Recall

FPR

Fig.5 The average (1-82) attribute ROC curves by using
SSMLCNN and MSMLCNN

4 Conclusion

In this paper, a multi-scale and multi-label conv-
olutional neural network ( MSMLCNN) is proposed to
predict multiple pedestrian attributes simultaneously.
The multi-attribute classification problem is transformed
into a multi-label classification problem including mul-
tiple binary attribute classification problems. Then,
those multiple binary attribute classification problems
are simultaneously solved by fully connecting each at-
tribute with multi-scale features learned by the MSML-
CNN. The multi-scale features are obtained by concat-
enating those featured maps produced from multiple
pooling layers of the MSMLCNN at different scales.
The way of using multi-scale features for pedestrian at-
tribute classification has two benefits; avoiding gradient
vanish to make the optimization of a very deep neural
network easier; improving attribute classification accu-
racies by applying both local and global features. Ex-
tensive experiments show that proposed MSMLCNN
outperforms state-of-the-art methods with a large mar-

gin.
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