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Abstract

Video sensors and agricultural IoT (internet of things) have been widely used in the informa-
tionalized orchards. In order to realize intelligent-unattended early warning for disease-pest, this pa-
per presents convolutional neural network (CNN) early warning for apple skin lesion image, which
is real-time acquired by infrared video sensor. More specifically, as to skin lesion image, a suite of
processing methods is devised to simulate the disturbance of variable orientation and light condition
which occurs in orchards. It designs a method to recognize apple pathologic images based on CNN,
and formulates a self-adaptive momentum rule to update CNN parameters. For example, a series of
experiments are carried out on the recognition of fruit lesion image of apple trees for early warning.
The results demonstrate that compared with the shallow learning algorithms and other involved, well-
known deep learning methods, the recognition accuracy of the proposal is up to 96. 08% , with a
fairly quick convergence, and it also presents satisfying smoothness and stableness after conver-
gence. In addition, statistics on different benchmark datasets prove that it is fairly effective to other
image patterns concerned.

Key words: lesion image, self-adaptive momentum (SM) convolutional neural network (CNN) ,

deep learning, early warning, agri-sensor

0 Introduction

China, a big country in production of fruit, has a
large planting area of fruit trees. Fruit industry is of
great significance in Chinese commercial agriculture.
With the development of equipment agriculture con-
struction, expert system based on knowledge data-base
(KDB) has been widely applied in the process of agri-

cultural production''*’

. However, as to the agricultur-
al production environment where almost all smart de-
vices are networked by loT, limitations of the KDB sys-
tem become increasingly obvious. For knowledge rule
and extraction of disease-pest feature has to be mainly
operated and accomplished by human experts manual-
ly[3]

pression is influenced to a great extent by human fac-

. Accuracy and standardization degree of the ex-

tors, which directly affects the efficiency of system de-
cision. Agricultural informationalization system and

sensing network deployment give facilities for the real-

time acquisition, processing and transmission of fruit
growth information. While KDB system cannot often re-
spond to the real-time information in a timely manner,
because its description format ( video, images) is not
compatible with the knowledge representation paradigm
used in the KDB system ( standardized and wording
knowledge expression in professional terminology). In
addition, another case happens very often is that the
time lag induced by data format transferring causes los-
ses to growers.

In response to these problems, the automatic fea-
ture extraction of lesion patterns and real-time disease-
pest recognition have become a hotspot of the research
of agricultural information technology. It attracts the at-
tention of people to research on the machine learning
methods which can be a potential application in lesion
pattern feature extraction and recognition. Liu, et al
researched on discrimination analysis of apple during
vacuum freeze-drying using near infrared diffuse reflec-
tance spectroscopy and principal component analy-
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sis'*). During a growth cycle of apple, growers always

pay relatively more attention to prevention and treat-
ment of the fruit skin diseases. Yongsheng, et al pres-
ented an apple recognition method based on color
difference R-G"" | using which the image of apples un-
der different light conditions was segmented effectively,
the center and radius were accurately extracted for ap-
ple shape recognition, with the accuracy up to 97%.
The aforementioned provides a helpful reference for the
feasibility of the feature extraction for disease-pest rec-
ognition based on the image of diseased apples.

In the past decades, machine learning techniques
based on neural network played an increasingly impor-
tant role in pattern recognition and dimensional reduc-
tion'®’). As a key step for pattern recognition, feature
extraction directly influences accuracy of recognition.
Because of the richness and diversity of natural data
(images, pictographic symbols and other patterns ) ,
the ambiguity and indefiniteness of natural language, it
is almost impossible for professional experts to set up a
versatile method for feature extraction just by means of
handcraft. Image operation, convolution and sampling
can maintain the invariance of the extracted sift, surf,
and other meta image feature points to image transfor-
mation including rotation, translation, scaling and dis-
tortion to some extent, which is very suitable for ex-
tracting features of the image pattern acquired in a
complicated, unstable scene. Based on that, convolu-
tion and sampling operation are introduced into neural
network , and research on how to exploit them to extract
automatically a group of pathological features consistent
with disease-pest recognition task from the image of
diseased apple, and how to perform a real-time dis-
ease-pest early warning based on the orchard sensor
network for image acquisition.

1 Lesion image acquisition and sensor net-
work

Equip an orchard in Daxing district with a latest
agricultural ToT network including video sensor device,
and video sensing makes use of an infrared video sen-
sor shown in Fig. 1(a). It is a spherical device em-
bedded with a camera which can uniformly rotate hori-
zontally or vertically at an adjustable angular speed and
the camera supports 600 lines HD (high definition )
and 27 times zoom. In addition, the device provides an
array of infrared light source with an effective irradia-
tion distance of 120m. Fruit trees in the orchard are
arranged in a matrix, and in general fruits are uniform-
ly distributed at random in the tree crown, most of
which are hemispherical and slightly tilted horizontally ,
shown in Fig. 1(b). Moreover, in view of the best dis-

tance and perspective for effect of the image acquired,
the primary sensor for the crown is positioned horizon-
tally at the centroid of the polygon composed by the
earth snap-in points of the trees in corresponding moni-
toring area, and its height is the average of that of the
tree crowns, as is exhibited by Fig.1(c). Thus, or-
chard sensors consist of an array, and through the
transmission wire and remote control device shown in
Fig. 1(d), all information of data acquisition nodes
converges at the integrated manipulation center, which
is remotely accessed by intelligent terminals using In-
ternet for online access-processing. In addition, the
planting site is also equipped with additional agricultur-
al information sensing equipments, which are assigned
with real-time monitoring of environmental parameters
such as air temperature, air humidity, light and soil
temperature. All the sensing information converges
through the data bus, which is potential to realize real-
time early warning for disease-pest based on multi-

source information.

Fig.1 Sphere video sensor of uniform rotation

In a growth cycle, fruit crops often develop exter-
nal local biological lesion, which is always the result of
the effect of fertilizers, pest or the influence of meteor-
ological condition ( temperature, sunlight, humidity
etc. ) soil environment ( moisture, heavy metal
content of soil ), biological characteristics ( water in-
take of root and leaf, etc. ), or the impact of agricul-

tural planting measures'®’ .

Usual regions are infected
easily with disease covering trunk and leaf, fruit and
root. The diseased organs can be photographed by the

image sensors of the IoT, or the mobile handhold ima-
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ging equipments. For example, some fruit skin images
of the apples infected with common diseases are exhibi-

ted in Fig. 2.

Fig.2 Lesion images of apple sphere

2 Dimensional reduction and image pro-
cessing

2.1 Simulation of direction disturbance

In an orchard, distribution of the image sensing e-
quipments follows a certain layout. And the relative
position of equipment to fruits in the monitoring area is
closely related to current distribution of growing
fruits' ",
Regard direction of gravity as reference, as to a certain

Image is a case of 2-dimensional system.

lesion object under observation, different image pat-
terns are acquired by sensors from different perspec-
tives. Thus, reference direction and a sensed image
form an angle. In order to establish an adaptability of
recognition system to the lesion images, of which an-
gles are variable, an expanded image dataset is con-
structed from the originative standardized image using
rotation transformation through 4 different angles respec-
tively. As is shown in Fig.3, Fig.3(a) is the origina-
tive, and Fig.3(b) is the corresponding gray image of

256-scale after a clockwise rotation through 90°.
4 )

(@) ©)

Fig.3

Disturbance and dimensional reduction

2.2 Brightness disturbance

Because of the interference of many factors, the
orchard light condition often becomes complex. For ex-
ample, variable sunlight orientation from the periodic
motion of sun, the random appearance of cloud, the
unpredictable weather of somber, sunshining, rain,
fog, and a backlighting sensor, etc. All of these fac-
tors are potential to give an impact to the brightness
and balance of lesion image. Similarly, imaging system
acquires some different image pattern of a certain ob-
ject. For the adaptability of recognition system to lesion
images acquired in a variety of light background, it is a
must to train it using some learning samples derived
from the normalized ones. To an originative image, ad-
just its intensity value which is saturated in a certain
brightness interval by computer program and the select-
ed intervals are [0.2 0.4], [0.40.6], [0.6 0.8]
and the default. This is a simulation of brightness dis-
turbance. For interval [0.6 0.8], Fig.3(c) repre-
sents the corresponding disturbed image of the afore-
mentioned, rotated sample. Brightness adjustment will
cause some noise, which goes against recognition of
image. And it is a must to consider the critical point of
consequent noise as much as possible when to deter-
mine brightness intervals.

Thus, combining direction and brightness, each
sample derives 16 disturbed patterns, which are ap-
proximate depictions of one and the same lesion in dif-

ferent scenes.

2.3 Dimensional reduction and sparsity
Dimensional reduction is always used to map a
pattern vector in a higher dimensional space to one re-
presented in a lower dimensional space, and the pre-
condition is that the relative space relationship of pat-
tern features is unchanged'"'. As to recognition of pat-
tern in a lower-dimensional space, data dimensional
and computational complexity decreases more greatly
than the originative pattern, which effectively improves
recognition accuracy and downsizes the error caused by
redundant information of pattern. Lesion image is a
typical pattern of high dimensional relative to the ma-
chine learning ability, and its corresponding sparse re-
duced version can be acquired by dimensional reduc-
tion. Methods commonly used for dimensional reduc-
tion cover Laplacian-Eigenmap'"? | which is nonlinear,
and PCA'"’ which is linear. For example, Fig.3(d)
exhibits the dimensionally reduced lesion image afore-
mentioned in the last subsection. This image graphs
the apple black rot, which is a common disease to ap-
ples. What should be noted is that in the matrix of
gray-scale value, the blackest point denotes its intensi-
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ty to approach 0, while the whitest point denotes it to
approach 255. After the [0, 1] normalization, it turns
into a sparse matrix. The processed image represents
the contour and texture of originative lesion by and
large. In parallel with Fig.3(b), number of non-zero
value sharply decrease while zero value and value ap-
proximate to zero form the main of matrix. The dimen-
sion of pattern is reduced effectively.

3 Convolutional network designs

3.1 Deep learning network

Multilayer perceptron is a machine learning net-
work, idea of which is inspired from bionics. Com-
posed of some layers of single function, the network
can only passively adjust weights according to training
error, and cannot automatically extract features of pat-
tern and gradually deeply process base features. The
number of network weights w, equals to the sum of the
weight amount of each layer, as Eq. (1).

L
w, = znm xn; (1)
is2

where n denotes the number of node in a layer. Learn-
ing from unstructured pattern needs hundreds of in-
puts, which incur tens of thousands weights. Such a
large number of free parameters inflate volume of the
potential object functions expressed by the learning net-
work , thus a training set of bigger volume is required to
cover all possible feasible solutions. In addition, the
expanded demand of memory causes that the task can-
not run in the embedded systems which are restricted
in memory size, and that the network is incompetent to
deal with more complicated learning tasks for the ex-
panding of layers and nodes endlessly is unfeasible.

According to early results of the research on reti-
nal and based on convolution theory, some scholars
have brought forward an innovative learning method,
which performs an automatic extraction of feature of re-
ceptive field. By the response from the convolution op-
erator to the local receptive field, neurons can extract
many basic visual features, which are constantly and
gradually-deeply processed in the subsequent layer,
and then get some higher-order features.

This process has not been realized by the classical
learning method, and it is deep learning from pattern
features. These neurons compose a Convolution-Sub-
sampling hierarchy of multilayer, which gradually
deepens extraction and process of pattern feature, and
outputs a novelty learning network, namely convolu-
tional neural network (CNN).

3.2 Image Convolution Operation

2D convolution of discrete field is shown as
Eq. (2), where K is a convolution kernel matrix,
which convolves with matrix A as Eq. (2). The com-
putation process is denoted by A x K and the result is
called the convolution of A by K. Convolution kernel is
also known as a filter, and different filters are em-
ployed to extract different corresponding features.

+o 4o

Z ZA[u,v] «K[m-u,n-v] =A xK

(2)
If K is factorable, as Eq. (3), then, the convolu-
tion impacted upon A can be decomposed into 2 times
of convolution. Inversely, an advanced, higher-order
filter can be produced by connection of simple ones in
series as Eq. (4).
a,
a, '[bl bz b3:| (3>
as

AxK:Ax{aTm:(AxaT)xb (4)

K=a'b =

3.3 Architecture design of deep network

Here, an architecture design of lesion image rec-
ognition network is presented. In general, each non-
terminal node has two ends, input and output. “Lay-
er” is defined as a set of the nodes in a column, and
“connection” denotes a weight or a convolution opera-
tor, which is used to connect the output end of a node
(the prior of connection) and the input end of another
node (the posterior of connection). Information is one-
way backward transferred from the prior to the posteri-
or. Association between layers is embodied by a con-
nection, while a connection is used to bridge between
two adjacent layers. Structure of the layer refers to its
neuron activation function. A void layer has no nonlin-
ear transference function, and by which information is
linearly transferred to the posterior. Many layers are
stacked up into a learning network , and the data struc-
ture for saving parameters of connection is defined in
its subsequent layer’ s declaration of machine language
code.

Fig. 4 exhibits the design of 5-layer convolutional
network. Considering facilitating comparing experimen-
tal progress of lesion image with other benchmark data
sets, the lesion image is formatted as 28 x 28 pixels.
Type annotation “S” (“C”) says that the layer is a
sampling ( convolutional ) layer. “Full connection” de-
notes a Gaussian connection, which executes the last
process before the aftermath of network. Layer and
connection object is represented by an array variable in
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a “cell” structure of Matlab to program data storage.
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Fig.4 Convolution neural network for apple lesion image recognition

Matlab sentence “Struct ( “type’, ‘C’, ‘ output-
maps’ , 6, ‘kernelsize’ , 5)” defines a convolutional
layer, i. e. whose prior connection is a convolution op-
eration. It outputs 6 feature maps, with a convolution
kernel which is a square matrix of 5 x5. The resolution
of the outputted feature map by this convolution is de-
creased horizontally and vertically by “kernelsize-1"
pixels.

Similarly, “Struct ( ‘type’, ‘S’ , ‘scale’, 2)”
defines a sampling layer, whose prior connection is a
sampling operation. Compression ratio of the sampling
is “scale =27, namely, the feature map is returned by
sampling 1 row( column) from each 2 consecutive rows
(columns). And its resolution is decreased horizontal-
ly and vertically to a half of the original in pixels.

In general, symbols in the top rectangle of Fig. 4
respectively denote type, sequence number of layer,
number and size of the feature map produced by the
prior connection of layer. Obviously, the learning net-
work forms a “double pyramid” after introducing con-
volution and sampling. That is to say that feature map
(F. Maps) resolution decreases backward, while its
number increases backward. Geometrical invariance of
transformation from the learning network is developed
by gradually reducing the feature space resolution, and
the consequent information loss is compensated from
advancing abundance of feature images.

4 Learning based self-adaptive momentum

Optimization of network parameters is constructed
by propagation of the full connection weigh error and
kernel error of each convolution. From layer! =2to n,
select kernel of convolution connection and exploit ker-
nel error to update it, and the corresponding adjusted
convolution kernel is produced as

K" = K" +AK, (5)

If layer [ is the full connection layer, then task of

learning is to adjust weight w;, .

Let E,(+) be a loss

function, which uses the sum of error square, where

“ « 7 represents the free parameters to be determined

by training. net;, which is the input of the activation

part j. 8, the fastest declination rate of £,( +) in respect

to net; as Eq. (6) denotes the updating coefficient of
part j.

oE,

6 =- aTetj (6)

The adjustment minim of ith input-weight for part j

Awj, is calculated by Eq. (7) from §,,

which is transferred along the weight w

Jio

the input x;,
and learning
rate 7). It is called native error gw;. On this base, the
nth updated weight w]-(i”) is returned by Aw; and the (n

— 1) th weight w;""" according to Eq. (8).
w; = méx;; (7)

_ (n-1) . (n) _
= Jw; + w; 5 iji = Jw; (8)

(n)
Wi
4.1 Constant momentum learning

For expediting the convergence of learning net-
work , Dahanayake, et al put forward a momentum ma-

14 The method enables learn-

chine learning method
ing track to escape away from the region where there
may be a local minimum of loss function at a fairly
brisk pace, thus to bypass the trap of local optimal.
According to the momentum method, a denotes a con-
stant of interval [0, 1], and the method regresses to
Eq. (7) where o =0. In general, « is a nonzero, the
designated adjustment error is produced in the way that
the native error is added to a momentum component
aij(i"_” , which is a multiply of o ( Inertia coefficient )
and last adjustment ij(i'“]) as Eq. (9), and is termed
constant momentum ( CM) method.

ij(i") = Jw; + ozij(L-'H> (9)
4.2 Self-adaptive momentum rule

With respect to the convolution network, any of
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the parameters to be updated in the learning process is
denoted by 7;. In considering the sign of momentum

" a case is that it is just deter-

component aij(i
mined by ij(i"_” , where inertia coefficient « is set at
some one positive constant. Relative to native errors, it
is sometimes downwind and sometimes upwind, which
slows down the convergence of the learning process.
On this basis, a straight strategy is proposed to
adopt a self-adaptive variable to revise inertia coeffi-
cient. Let sign be the function of returning the sign of
the multiply of native error and last adjustment
AT‘;,-"*” , and its use secures a dynamic accordance of
sign between the momentum component and the native
error. That is to say, no matter what sign of AT;,-"_I)
and 97, the revised momentum component aAT;,-”f')
shares the sign with 97 at all time, which is shown in

Table 1.

Table 1 Parameter signs of self-adaptive momentum
a7 Ary? a adri "
+ + +
+ - - +
- + - -
- - + -

As to the magnitude of inertia coefficient, it is as-
signed the ratio of the square of last adjustment minim
to the addition of the aforementioned square and square
of the native error as Eq. (10). The ratio can change
the size of inertial coefficient flexibly. Once the native
error g7 increases, inertial o decrease accordingly;
while 97 decreases, the appropriate increase of a is re-
turned. Thus the
aATj(L-"%) always dynamically maintains a steady tempo,

revised momentum component
and here it is termed the self-adaptive momentum
(SM). Eq. (11) represents the consequent adjustment
AT;l»") , which is helpful to the learning process not only
to crash out of trap of local minimum in a fairly wide
step but also to avoid missing convergence point.

) (A 7_(-n—l) )2
= sign(ar, + A 7"V z
o g ( Tji Tji ) (A T;in—l))Z + 37’,?,-
(10)
AT]-(,-"> = 1 + aATj(I-'H) (11)

5 Experimental results and discussion

Following instruction of the botanists on fruit
trees, and by means of video sensors, researchers have
acquired 250 image samples from the diseased apples
as follows. Scab skin, black rot, scar skin and ring

spot 1 all of which often occur to apple skin. After
normalization and processing of disturbance, a base
dataset of apple lesion image comes into existence. All
algorithms concerned are programmed using Matlab. In
order to explore the improvement of the recognition per-
formance, convergence, the generalization ability and
effectiveness, a serial of testing experiments are carried
out.

5.1 Recognition performance

As to recognition performance, the experimental
result of the proposed method (SM CNN) is compared
with 4 learning method including LeNet of 5 layer
(LeNet-5) , Boosted-LeNet4 (LeNet-4)'"*" | multilay-
er neural network with 3 layers (MNN) and k-Nearest
Neighbour (kNN). Based on the aforementioned data-
set, along the ladder of increasing iterative epoch, a
sequence of experiments is carried out on respective al-
gorithm, and the corresponding accuracy is graphed in
Fig.5. As a result, despite not being the best in 5 al-
gorithms, the accuracy of SM CNN is very close to it.
And in parallel with the conventional neural network of
multi-layer and kNN, it presents overwhelming odds.

SM CNN 96.08
LeNet-5 97.38
LeNet-4 89.83

k-NN 67.38
MNN-3 6108
0 50 100
Accuracy (%)

Fig.5 Accuracy comparison among algorithms

5.2 Convergence

In this experiment, 3 best algorithms are selected
in respect of recognition performance, and research on
the variation of error rate with training epochs. The re-
sults are illustrated in Fig. 6, where the points labelled
by a dashed sign “+” circled by an elliptic, denote
the starting point of convergence of algorithm. It can be
seen that compared with LeNet-5, which presents the
best recognition performance and LeNet4, the conver-
gence point of SM CNN occurs earliest, at 16 x 10*
rounds about. SM CNN advances convergence by 4 x
10” rounds and 7 x 10” rounds respectively than the rest
ones. As far as the smoothness and fluctuation after
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convergence is concerned, performance of SM CNN
method is more competitive.

50

—©O— SMCNN
————— CM LeNet-5

IS
=3

""""" CM LeNet-r

o
(=3

(5]
(=3

Mean square error (X 10?)

—
(=3

10 15 20 25 30
Learning rounds (X 10*times)

Fig.6 MSE and convergence

5.3 Comparison of effectiveness

Specific to recognition of apple lesion image, per-
formance of algorithm has been tested from previous ex-
periment. However, as different benchmark data sets
are concerned, how will SM CNN work? Adopt 2 addi-
tional bench data sets to experiment, and the results
are illustrated in Fig.7. As supplements, the 2 data-
sets are respectively MNIST Zip Digit '’ | which is the
handwritten digit dataset of America zip code, and
ORL-Face, which is the face image dataset provided by
Olivetti research laboratory. It can be seen that for zip-
digit and apple lesion image, the proposal presents a
fairly good precision and convergence ; while specific to
ORL-Face set, its stable precision decreases obviously.

100
80
<
E 60 {
e
g
g 40 |
£
2 ?"D"D'C"d ---@---- Disease
1
/ :I ..... ----- ORL-Face
30'0'. i —O0— MNIST-Zip-Digit
. - :

20 25 30 35 40
Training-time (X 10°s)

Fig.7 Precision upon benchmark image sets

However, precision of 75% demonstrates it is effective
in general, but it leaves a lot to be desired. An accept-
able explanation is that; by comparison, digit is a sim-
ple pattern, which only presents some linear features;
and face is a relatively complex pattern, which is influ-
enced by expression, covering (cap, glasses). The
complexity gives a non-negligible impact on precision
of recognition.

6 Conclusions

Based on the deep machine learning and orchard
infrared video sensor, the paper presents an intelligent
early warning method, SM CNN, which is grounded
upon the convolutional network for recognition of fruit
skin lesion image. It also designs the architecture of
network and self-adaptive momentum rule for parameter
learning. Take example by apple and systematically
launch the research and experiment on the recognition
of fruit skin lesion image sensed by a sensor. The re-
sults demonstrate that compared with the shallow learn-
ing algorithms and other involved, generally accepted
deep learning method, the recognition accuracy of SM
CNN is up to 96.08% , with a fairly quick conver-
gence, and it presents satisfying smoothness and fluctu-
ation after convergence. In addition, statistics on the
different benchmark datasets prove it is fairly effective
to recognize image pattern.

Specific to the application to production, in com-
bination with the agri-sensor IoT installed in the or-
chards for agricultural information monitoring, SM
CNN is potential to realize an auxiliary early warning to
grower for disease-pest based on lesion image automatic
recognition, and to alert them for a timely response of
production management. Moreover, compared with the
KDB expert system, it can automatically extract fea-
tures from lesion image pattern, thus realize an intelli-
gent, unattended alert for disease-pest, which releases
users from human intervention and advances a real-time
of response to waring for a better agriculture production

income.
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