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Abstract
A robust visual servoing system is investigated on a humanoid robot which grasps a brush in

Chinese calligraphy task. The system is implemented based on uncalibrated visual servoing controller

utilizing Kalman-Bucy filter, with the help of an object detector by continuously adaptive MeanShift

( CAMShift) algorithm. Under this control scheme, a humanoid robot can satisfactorily grasp a brush

without system modeling. The proposed method is shown to be robust and effective through a Chinese

calligraphy task on a NAO robot.

Key words: Chinese calligraphy, robust visual servoing, Kalman-Bucy filter, continuously

adaptive MeanShift ( CAMShift) algorithm.

0 Introduction

Nowadays robots are expected to provide specific

4] Chinese

entertainment and assistance for people'
calligraphy is an advanced skill as well as an art ex-
pressing the emotion and aesthetics of the author.
Hence, it is critical to endow intelligent robots with the
ability of performing Chinese calligraphy. Chinese cal-
ligraphy has a distinct characteristic. Since the brush
of Chinese calligraphy is soft, its movements are in
three dimensions instead of two. Because of this char-
acteristic, slight changes in strength, orientation as
well as moving speed exerted on the brush result in
quite different effects. A thick stroke can be written
through pressing the brush heavily®’. Whether a sharp
corner or a smooth corner can be formed in a stroke de-
pends on how the author rotates the writing brush. A
blurred stroke comes from fast speed'® . This charac-
teristic brings huge difficulties to Chinese calligraphy
and simultaneously makes Chinese calligraphy an at-
tractive art' .

Many efforts have been made to enable robots to
perform Chinese calligraphy. Yao, et al'®’ presented a
model of Chinese characters achieved through thinning
the image, detecting the skeleton and modeling the
skeleton with B-splines. Lam, et al'®’ described a
technique to generate stroke trajectories and applied it
on a 5-DOF robotic art system. Zhang, et al®’ pro-
posed a sensor management model, which is based on

the fuzzy decision tree ( FDT). The model can in-
tegrate necessary prerequisite knowledge of Chinese
calligraphy and is verified on an Adept 604S manipula-
tor.

Although previous work discussed above has
achieved impressive performance, these efforts still
have two mutual problems. All these researches are
implemented on manipulators without human-robot in-
teraction. Besides, the workspace is restricted by the
fixed base of the robot. These shortcomings limit the
performance and application of Chinese calligraphy on
robots.

Fortunately, endowing a humanoid robot with the
ability of Chinese calligraphy can avoid the two prob-
lems. A humanoid robot with the skill of performing
Chinese calligraphy can teach children writing and
Further-
more, the writing workspace of a humanoid robot is

amuse elderly people through interaction.

much larger than that of a manipulator due to its mov-
ing ability. In addition, a humanoid robot can keep
learning different strokes through interaction with hu-
mans. Thence interaction based Chinese calligraphy on
a humanoid robot is focused on.

Chinese characters of different styles and sizes are
written with different kinds of brushes. Therefore it is
essential for a robot to choose and grasp appropriate
brushes in Chinese calligraphy task. There are some
challenges for a humanoid robot to grasp a brush pas-
sed by a person. Compared with the models of a ma-
nipulator, less accuracy will be obtained by those of a
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humanoid robot, involving vision model and the rela-
tionship between visual space and workspace. Thence
10,117

uncalibrated visual servoing control' is the key
technique to ameliorate grasping performance. Be-
sides, different from a manipulator which is fixed firm-
ly on tables, a humanoid robot stands on two feet like
human beings. Hence its whole body shakes slightly
when its hand is moving, which brings noises obviously
to images and disturbances to the motion system. Such
noises and disturbances deteriorate visual servoing con-
trol. In addition, the brush handed by a person may
move in an irregular track, which is a challenge for ob-
ject detectors to handle.

In this work, an uncalibrated visual servoing sys-
tem is investigated to conquer the aforementioned chal-
lenges and grasp a brush with a humanoid robot in Chi-
nese calligraphy task. The influence of image noises,
motion disturbances and irregular target movement is
considered in the design process. Experiments are car-
ried out with NAO robot'*' using the proposed ap-
proach.

The rest of this paper is organized as follows. In
Section 1, a visual servoing system is presented, inclu-
ding the whole system structure, object detection tech-
nique based on CAMShift algorithm'"”’ and an uncali-
brated visual servoing controller based on Kalman-Bucy
filter' '/
posed method and the partitioned Broyden’ s algo-
rithm'"”’

verify the performance of the proposed method. Con-

Experiments on NAO robot, using the pro-
are presented in Section 2, respectively, to
clusions and future work are given in Section 3.

1 Robust visual servoing system

1.1 System structure

In Chinese calligraphy task, the humanoid robot
is supposed to detect the brush passed by a person,
grasp the brush and write Chinese character with it.
Since there are image noises, motion disturbances and
irregular brush trajectory in this task, robust detection
and grasping are required. The CAMShift algorithm,
which is robust to image noises and irregular target
movement, is employed to detect and locate the brush.
Meanwhile, the robust uncalibrated visual servoing
technique based on Kalman-Bucy filter is applied to
grasp the brush while overcoming both image and mo-
tion noises. The visual servoing system is proposed and
depicted in Fig. 1. The state estimator based on Kal-
man-Bucy filter estimates image Jacobian matrix by
control quantity exerted on the robot and image features
of robot end-effector. The image features are captured
by CAMShift algorithm, and the image Jacobian matrix

is used to calculate the control quantity for the next
control period.

Object motion
prediction

Object detection by Object
CAMShift algorithm motion

p
§2—>| A }—P i Robot dynamics
e
m
Kalman-Bucy
estimator

Object detection by
CAMShift algorithm

Fig.1 Robust visual servoing system

1.2 Object detection

CAMShift algorithm was derived from the earlier
Meanshift algorithm''®’ and aimed at detecting objects
in continuous video. According to the CAMShift algo-
rithm, the center of mass of the target object is calcu-
lated through MeanShift algorithm using color feature.
The range of the target object in the current image is
figured out by adjusting the size of the searching win-
dow, and this range information is used to set original
searching window in the next image. By repeating this
process, the target object is tracked continuously. The
block diagram of the CAMShift algorithm is shown as
Fig. 2. The specific process of the CAMShift algorithm

is as follows' " .

Start
Ini.tialize HSV images
window
A
Confirm Calculate hue Calculate
searching histogram of reversed
window target area projection
S T |
: Calculate the |
| center of mass of € :
Update : target area I
q |
searching MeanShift | |
window Algorithm : Update the :
| position of center |
: of mass :
! I
: I
Output Adjust | Yes No :
. . , Converses or
matching window’s |
i not? |
result size |

Fig.2 Block diagram of CAMShift algorithm''’

(1) Transform the captured RGB image into an
HSV image.

(2) Set original tracking area of the target object,
and set searching window.

(3) According to the MeanShift algorithm, pick
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up H(hue) channel from HSV images to form a new
grey image. And histogram of a selected searching area
in this grey image, called hue histogram of the corre-
sponding area in the original image, is built. Taking
this histogram as a searching table, channel H of the o-
riginal image is mapped into a new grey image (back-
projection image ). Then the center of mass of search-
ing area in this new image is calculated. Calculate two-

order moment M,, = Z Z v H(u,w), My =

Z Z vuz «I(u,v), where u and v are the coordinates

of the pixel in the image. Based on zero-order mo-
ment, one-order moment, two-order moment, deflec-

ting angle of the target object can be calculated:

M
2 x (an -uw,)

00
)72 (1)

(% _ u2> _ (% —1)2)

My, ’ My, '

where u, and v, are the coordinates of the pixel in the

6 = arctan(

image.
(4) Adjust the size of searching window accord-
ing to the calculation below :

My, 2
R TR (2)
b :2(%—%1}0) (3)
My,
¢ =, " (4)
_ /(a+c) + /b + (a-c¢)° (5)
T 2
/(a+c) - /b + (a-c¢)° (6)
2

where r and s represent length and width of new tracking
window, respectively.

(5) Determine whether the coordinate of the cen-
ter of mass converges or not according to the MeanShift
algorithm. If it converges, go to step (6), otherwise
calculate new center of mass and set it as the center of
searching window, then go to step (3).

(6) Output detection result, and update tracking
window and searching window, then go to step (1).

The center of mass of the searching window repre-
sents the position of the object, which refers to the
right hand of the robot or the brush in our task. The
coordinates of this point will construct visual features
and be used to calculate control quantity in the visual
servoing control.

1.3 Uncalibrated visual servoing control based on
Kalman-Bucy filter
To estimate image Jacobian matrix with Kalman-

Bucy filter, the model of the visual servoing system
should be transformed into the form of state function of
linear system. The system state is formed with the
members of image Jacobian matrix and the system out-
put is the changes in visual features. Since Kalman-
Bucy filter is tolerant of noises on system state and sys-
tem output in a linear system, the visual servoing con-
trol method based on Kalman-Bucy filter is tolerant of
the disturbances on the visual servoing system and noi-
ses on the images accordingly.

The model of the visual servoing system based on
image Jacobian is defined as

i = L(p) «p (7)
where
am,(p) ~ Im(p)
ap, ap.
Lip) =2"=| + - :
am,(p) ~ am(p)
ap, p, n
(8)

Herein, m e R' presents the visual feature of robot end-
effector in images, p € R" represents the coordinate of
robot end-effector in task space, L(p) e R™" repre-
sents the image Jacobian matrix, which is unknown in
uncalibrated visual servoing and needs to be estimated
through Kalman-Bucy filter. Transforming Eq. (7) into
a discrete form, the following is got:

m(k+1) = m(k) + L(p(k)) - Ap(k) (9
A vector, x, is constructed with elements of the image

Jacobian matrix as

9 9 9
x = (50T (5O (10)
p ap ap
am, om; om,  om,
where Mo (2 ml"'ﬂ)T(i =1,--,0) is the
ap ap, dp, I,

transpose of a row of the image Jacobian matrix L(p).
Besides, another vector, y, is defined as the change of
image feature caused by movement of robot end-effec-
tor;

y(x) =m(k+1) - m(k) (11)
Treating x as the state vector, y as the output vector,
and substituting Eqs (10), (11) into Eq. (9), the
state function of the system is got:

{x(k+1) =x(k) + (k) (12)

y(k) = H(k)x(k) + (k)
where (k) , w(k) present process noise and measure-
ment noise of the above linear system respectively,
which are assumed to be independent white Gauss noi-
ses satisfying
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E(n(k)) =0
cov?n(k),n(j)} = Rnakj
E(w(k)) =0 (13)

coviw(k) ,w(j)} = R,5,
covin(k),w(j)! =R, =0,
and
Ap(k)T 0

H(k) = (14)

0 e Ap(R) i,
Then, the image Jacobian matrix is estimated as

the state of system through Kalman filter ™/ .

G(k+1) = F(k) +R, (15)
K(k+1) =G(k+1D)HE)"[Hk)G(k
+DH(E)" +R, ] (16)
F(k+1) =[I-K(k+1)H(Ek)]G(k +1)
(17)

£(k+1) =2(k) +K(E+1)[y(k+1)

- H(k)2(k) ] (18)
where £(k) is the estimated value of x in time k,
K(k + 1) is the Kalman gain matrix, G(k + 1) is co-
variance matrix of the predicted error, F(k + 1) is the
covariance matrix of filter error in the theory of Kalman
filter. The initialized value, £(0) , which is construc-
ted with the members of the initialized image Jacobian
matrix, can be calculated by least square algorithm
with image feature changes caused by a three-step trial
movement '

After estimating the image Jacobian matrix, the
control quantity to control end-effector of the robot can
be calculated next. The control quantity in discrete
form is got;

u(k) = Ap“(k) = L(k) + (m™ (k) —m*(k))

(19)
where m”* (k) is the expected image feature of the end-
effector of the robot, m* (k) is the image feature of the
target object, L(k)* is the Moore-Penrose inverse ma-
trix of the estimated image Jacobian matrix L(Fk).
m” (k) can be approximated by the estimated image
feature of the object in the next period, m°(k + 1),
which can be calculated through one-order prediction

m'(k+1) =m"(k) + (m" —m"(k-1))

=2m’(k) -m’(k-1) (20)

Define e, (k) =m’(k+1) —m*(k), and consid-
er the boundary of end-effector“ s velocity, then the
control quantity is adjusted into

u(k) = A, - L(k)"- e, (k) (21)
where

(Y E
PORROL

herein, Ap,,. is the upper limit of moving velocity of

A, = min(

robot’ s end-effector, so the control quantity doesn’ t

exceed the robot’ s moving capacity.
2 Experiments

A robust visual servoing system is presented for
humanoid robots in this study. To verify this approach,
a Chinese calligraphy task is designed and implemen-
ted in this section. This task includes two phases. The
humanoid robot reaches for and grasps a brush handed
to it by a participant in the first phase and writes Chi-
nese characters with the brush in the second phase.
The former phase is done using the visual servoing sys-
tem described in this paper while the latter phase is
finished with the motion generator through demonstra-
tion provided by Aldebaran Robotics.

The experiment platform is designed as shown in
Fig.3. This system mainly consists of a NAO robot, a
laptop and two USB cameras which are fixed on the
NAO robot’ s head. In the task, the NAO robot’ s right
arm is controlled to grasp the brush and write Chinese
character with it. This arm has 6 DOFs including 2 in
shoulder, 2 in elbow, 1 in wrist, and 1 in hand. Since
there is no overlap between the NAO robot’ s own
view, two cameras are fixed manually on NAO robot’ s
head to endow the robot with stereo vision.

Fig.3 Experiment platform based on NAO robot

The visual servoing task on this platform is done
through two parallel processes. One process is on lap-
top, which captures images, executes image processing
and calculates control quantity. The other one is done
by the NAO robot, which plans motion and controls ro-
bot’ s right arm. Fig.4 is a schematic drawing that il-
lustrates the two working parallel processes. Herein,
the laptop captures images through two cameras and
detects object from these images. Then the positions of
the right hand of the NAO robot and the brush are got
from the view of the two cameras. These positions are
used as image features to estimate Jacobian matrix on-
line for subsequent calculation. With Jacobian matrix,
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control quantity is calculated and sent to the NAO robot
through Ethernet. Finally the NAO robot plans its mo-

tion and controls its right hand to reach for and grasp

the brush.

lag to& Send control || Capture and Detect Estimate Calculate Send control || | Capture and
command transfer image object Jacobian matrix control quantity cmmond transfer image
period k- 1 N o period & = \\\\ienod k+1
1 Recei 1 Recei 1
tﬁor}lltrod ecelve c(())(liitro » Plan motion » Control the hand p| “oceve corilitro >
Nao robot e han commy commo

Fig.4 Flow char of visual servoing control on the NAO robot

The values of essential parameters in the experi-
ment are given in Table 1. Herein, the maximal veloc-
ity in the table represents the maximal velocity of the
NAO robot’ s hand in every coordinate direction.
P(0), R,
ing control method based on the Kalman-Bucy filter.

and R, are parameters in the visual servo-

Table 1  Essential parameters for the experiment
Parameter Value
Resolution of images 320 %240 ( pixel)
Maximal velocity 1 (em/s)
F(0) 1071,
R, 50 1,
R, 500 1,
Control period 0.8 (s)

2.1 Object detection

At the beginning, experiment is carried out to ver-
ify the robustness of the object detection technique in
the tracking strategy proposed in this paper. In this
section, the end-effector of the NAO robots arm is con-
trolled to move before a complex background consisting

of objects of different shapes and colors. The CAMShift
algorithm is utilized to detect and localize the moving
end-effector in the image captured by one camera of the
visual servoing system. The detecting result is shown in
Fig.5, where a circle marks the detected end-effector
and the center of the circle represents the position of
the detected end-effector. It can be seen from the fig-
ure that the end-effector is detected correctly and the
performance of the algorithm is rarely affected by the
background. The position of the detected object chan-
ges within several pixels. It should be pointed out that
the object is in the same color, with the end-effector in
the background and the end-effector moves across the
area in the image. Since hue (H) channel of the HSV
image is employed in detection, the existence of the
object brings challenge to this task. When the end-ef-
fector is moving by the object, the target area in CAM-
Shift algorithm is extended to contain the object. Nev-
ertheless, new addition in the area only adjusts the size
in limited level. When the end-effector moves away
from the red (ring) object, the target area is back to
the end-effector.

(®

Fig.5 End-effector detection in complex background

2.2 Brush grasping

In this experiment, the brush is moving in an ir-
regular track in the workspace of the end-effector, and
the velocity is around lem/s. The task is to detect,

track and finally grasp the brush with robot’ s right
hand. After completing the task with the visual track-
ing strategy proposed in this study, a comparison ex-
periment between our strategy and a classical visual
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servoing method''"" combined with CAMShift algorithm
is carried out to verify the performance of the proposed
strategy. To simplify calculation and raise tracking
speed, marks are made on the robots hand and target
to be detected by cameras.

Original positions of NAO robot’ s right hand in
images are [ 172,168 ] ( pixel) for the left camera and
[192,174] (pixel) for the right camera. Original po-
sitions of target object in images are [270,115] (pix-
el) for the left camera and [272,31] (pixel) for the
right.

Considering that the value of image Jacobian ma-
trix varies as the position and orientation of the robot’ s
end-effector change, the initialized value of image Ja-
cobian matrix is calculated according to the position
and orientation of the NAO robot’ s hand at the begin-
ning of the experiment. NAO robot’ s hand is controled
to make a three-step trial move from the beginning po-
sition. Making use of the coordination changes of NAO
robot’ s right hand in images captured from the two
cameras during the trial movement, original value of
image Jacobian matrix is calculated. According to the
relationship m = Lp, Am = LAp is got, where Am and
Ap represent changes in image feature and Cartesian

coordination, respectively. Then the nominal image Ja-

cobian matrix is achieved through ](0) = [Am,,Am,,
Am; ][ Ap,,Ap,,Ap;]". The matrix calculated here is

Trajectory from the left camera.

- -#% -- hand of Nao
—©— brush
200
4
*.
*
*
- 150 %
& +
™ 100 g T
*
e
50
0

0 50 100 150 200 250 300
% (ixal)

228.4 - 1005.7 1079.2
i) =|" 2646.5 -364.6  452.1
-459.9 -1470.7 -882.7
-2304.7  570.6 498. 2
(23)

Fig. 6 describes how NAO robot’ s hand tracks the
brush. During the task, the binocular vision system
captures images of the task space. The NAO robot’ s
hand and the brush are detected and located in the im-
ages through the CAMShift algorithm according to the
tracking strategy proposed in this study. Then the task
is characterized in the visual space. At the very begin-
ning, the image error between the mark on NAO robot’
s hand and the brush is 111 pixels observed from the
left camera and 163 pixels from the right camera. The
image Jacobian is estimated according to Kalman-Bucy
estimator iteratively, based on which control instruc-
tions are obtained. NAO robot’ s hand tracks the mark
on the brush with the control instructions. The control
quantities are reducing as the distance between NAO
robot” s hand and the brush becomes smaller. Finally,
NAO robot’ s hand reaches to the brush in 17 steps.
Image errors between marks on NAO robot’ s hand and
the brush in the end of tracking process are within 10
pixels which are caused by the sizes of target object

and NAO robot’ s hand.

Trajectory from the right camera.

- % - hand of Nao
—S— brush
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*e
*
150 *
=
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=
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50
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0 50 100 150 200 250 300
x(pixel)

Fig.6 Brush tracking trajectories in the stereo vision system

The experimental results verify that the NAO robot
can track a moving target accurately with its hand using
the proposed visual servoing system. This approach is
shown to be robust to image noises and disturbances
caused by slight shake of NAO robot’ s body and irreg-
ular object motion.

Then the proposed tracking strategy consisting of

CAMShift algorithm and Kalman-Bucy filter-based vis-
ual servoing control method is compared with the parti-
tioned Broyden’ s method combined with CAMShift al-
gorithm. NAO robot’ s hand is controlled from the
same position in the end-effector’ s workspace to track
the same point with these two strategies, respectively.
The initial position of the hand’ s end-effector observed
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from the two cameras are [ 184, 90 ] ( pixel ) and
[198,112] (pixel ), respectively. The initial position
of the target point observed from the two cameras are
[129, 211] (pixel) and [ 132, 210] (pixel), re-
spectively. The control results are shown in Fig.7. It
can be seen from the figure that the strategy based on
the partitioned Broyden’ s method converges in 13
steps while the strategy proposed in this work converges

150

100

50

Error (pixel)

-50

-100 - : \ ‘
0 5 10 15 20 25

(a) Using the partitioned Broyden’ s method

in 11 steps. In addition, the tracking error in every di-
rection in the image can reach 4 pixels using the parti-
tion’ s method while error is within 1 pixel utilizing the
proposed strategy. The visual tracking strategy presen-
ted in this study is validated to be accurate, fast and
robust against noises and disturbances for such interac-
tion task on humanoid robots.

150

100

50

Error (pixel)

0 5 10 15 20 25

(b) Using the strategy proposed in this work

Fig.7 Tracking errors observed from two cameras

2.3 Writing with a brush

In this task, the NAO robot reaches for and grasps
a brush handed to it with its right hand using the visual
servoing system proposed in this study and writes Chi-
nese characters on paper with the brush. The writing
phase of the task is realized by motion generator
through demonstration using Choregraphe software pro-
vided by Aldebaran corporation. The positions of NAO
robot” s hand and the brush from the view of the two
cameras in the beginning and the end of the task are
shown in Fig. 8, where red circles and green circles in-
dicate NAO robot’ s right hand and the brush detected
by CAMShift algorithm described in this paper, respec-
tively. The writing result is shown in Fig. 9. These two
characters, Jiao( 2Z) and Da( k), are written accord-
ing to the requirement of Chinese calligraphy, thereby
reflecting certain meanings and emotions. The strokes
and structures of these two characters are symmetrical ,
which is appreciated very much in the aesthetic of Chi-
nese traditional civilization. The character, Jiao,
which looks like a smiling face, indicates the ideal
state of human beings in harmony with the whole
world. The character, Da, reflects open mind with the
extended strokes.

© @

Images captured by two cameras before and after grasp-

Fig. 8
ing. (a) is from left camera before grasping; (b) is
from right camera before grasping; (c) is from left
camera after grasping; (d) is from right camera after
grasping

3 Conclusions

This work proposes a visual servoing system to
grasp a brush with a humanoid robot in Chinese calli-
graphy task. The visual servoing controller in this sys-
tem is based on Kalman-Bucy filter independent of sys-
tem modeling, with the help of the object detector by
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s

Fig.9 Chinese characters written by the NAO robot

CAMShift algorithm. With the proposed approach,
NAO robot performs satisfactorily in Chinese characters
task. Moreover, the results of the experiment indicate
the robustness of the presented algorithm to noises in
images, disturbances on motion system and irregular
object motion.

In the future, a humanoid robot is expected to
learn how to write different strokes in Chinese charac-
ters without demonstration, but with help from humans
through interaction.
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