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Abstract
With the rapid development in cloud data centers and cloud service customers, the demand for

high quality cloud service has been grown rapidly. To face this reality, this paper focuses on service

optimization issues in cloud computing environment. First, a service-oriented architecture is pro-

posed and programmable network facilities are utilized in it to optimize specific cloud services. Then

various cloud services are categorized into two subcategories: static services and dynamic services.

Furthermore, the concepts of cloud service quality and cloud resource idle rate are defined, and the

aforementioned concepts have also been taken into consideration as parameters in the service optimi-

zation algorithm to improve the cloud service quality and optimize system workload simultaneously.

Numerical simulations are conducted to verify the effectiveness of the proposed algorithm in balan-

cing the workload of all servers.

Key words: distributed cloud architecture,, programmable network, cloud service quality, load

balancing

0 Introduction

The booming Internet service in the last decade
has become on essential part on people’ s daily life.
Due to the limitations in service resources and the mas-
sive growth in customer’ s service requirements, the
problem of how to effectively deliver high quality serv-
ices with minimum costs has become an important is-
sue.

A widely accepted solution to this problem is the
utilization of cloud computing architecture. Cloud com-
puting allows people to access data, application, con-
tent and other cloud services from a Web browser via
the Internet hosted on the cloud platform''’. Addition-
ally, a cloud platform can normally integrate majority
of service resources to deliver available services or
composited services. Therefore, the cloud architecture
has become a trend for the development of the whole
information service industry.

To design a valid architecture of a cloud platform,
the status of network traffic and customer distribution
have to be considered. Therefore, with the growth in
the number of cloud customers, recent years have wit-
nessed growing research interests on distributed cloud
architecture. Many efforts have been focused on the
application of content delivery network (CDN) in cloud

computing environment. A mathematical model of
swarm-to-cloud applications in CDN environment was
proposed in Ref. [2]. The applications namely peer-
assisted content delivery services are provided. Anoth-
er issue that has been extensively studied is content
storage and replication, with a number of CDN based

d®* . The aforemen-

cloud storage schemes provide
tioned research has shown that distributed architecture
is efficient in providing content-based cloud services.
The distributed cloud architecture has also brought
new challenges and opportunities for the current net-
work. Studies on future cloud network***’ gained a lot
of concern due to the complex nature of numerous
cloud services and the diversity of customers demand.
Specifically, research on Programmable Network'™*'
(PN) and its application in cloud computing environ-
ment has become a hot spot. Programmable network is
also called software-defined network , which means net-
work facilities will be controlled by software from the
application service layer instead of configuration inter-
faces from the network layer only. The feasibility of re-
mote control from the service providers is the most sig-
nificant feature of programmable network. Thus, serv-
ice providers could change their control strategy based
on the status of their own service. Programmable net-

[9]

work models such as OpenFlow " have been widely

studied and tested in both campus and data center net-
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works.

It has been proved that, for certain services, the
requirement of content-oriented cloud service can be
fulfilled by utilizing the architecture of CDN and PN.
Nevertheless, when dealing with complex and hybrid
services ( not only static content services or multi-
media services ) and crowded network status ( like

191) | none of the existing technolo-

flash-crowd event
gies are powerful enough to address such a problem.

In this work, the service optimization issues in
cloud computing environment are focused on and a
service-oriented architecture is proposed to address this
issue. This architecture is fully distributed with an ori-
gin cloud data center (OCDC), which is the original
and core server of the system, and several surrogate
servers which are distributed at the edge of the network
and known as edge cloud servers (ECS). Under this
architecture, programmable network facilities are uti-
lized to allow the real-time remote service control,
which is dedicated to distinguish the service informa-
tion and to control the network traffic load. Further-
more, the mathematical model of the distributed cloud
architecture is presented and the definition and analysis
of several important parameters are provided. Finally,
to optimize the quality of cloud services as well as the
entire system workload, a service optimization algo-
rithm is also proposed. This algorithm takes the rele-
vant service and workload parameters into consideration
to fulfill the objective of optimization, and the com-
plexity and convergence properties are also proved to
verify the efficiency of the proposed algorithms. Nu-
merical simulations have been also conducted to verify
the effectiveness of the proposed algorithm.

The rest of this paper is organized as follows. Sec-
tion 1 describes the system model of the proposed dis-
tributed cloud architecture. Section 2 provides the
framework of the service optimization algorithm, while
Section 3 introduces the service optimization algorithm.
Section 4 is dedicated to numerical simulation and re-
sults. Section 5 summarizes this paper and shows the
future work direction.

1 System model

To address the service optimization issue, a serv-
ice-oriented architecture is proposed first. Fig. 1 shows
the distributed cloud architecture with programmable
network facilities. Under this architecture, the origin
cloud data center holds the strongest capability of data
processing and storage, while the edge cloud servers
are topologically and physically close to cloud custom-
ers so they could significantly reduce network delay and

jitter to guarantee the service quality of deployed cloud
services. In addition, private communication channels
are also utilized in the information transmission issues
between the origin center and edge servers to ensure
the transfer speed of service information and the relia-
bility of service deployment.

Private Network

Origin
Cloud Data
Center

Fig.1 Distributed programmable cloud architecture

Just like edge cloud servers, programmable net-
work facilities are also deployed on the edge of the IP
core network. So that they could get the information of
QoS requirements from the end cloud customers directly
and arrange the appropriate server to provide the serv-
ices. Furthermore, all the programmable facilities in
the same cloud could get and update the information of
customer distribution, edge server workload and net-
work traffic on run-time and adjust the service optimi-
zation algorithm synchronously without jeopardizing the
traffic of the core network. The mathematic model of
the proposed architecture is presented below ;

Definition 1. 1; Consider that asymmetry digraph
G = < V,E > represents the cloud architecture in
Fig. 1. In the pair, V is the set of all network nodes,
including cloud servers ( Vi), programmable network
facilities (V,) and service customers (V) , known as

V=V,uV,uV, (1)
E is the set of all network edges, including the private
communication channels between origin cloud data cen-
ter and edge servers (E,), the network between edge
server and programmable facilities (E,) and the edge
network between programmable facilities and cloud
service customers (E,) :

E=E, UEyUE, (2)
All the edges work as communication links. The pai-
ring relationship between V and E is subjected to

Fig. 2.
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Fig.2 Graphic model

In Fig.2, V,, denotes origin cloud data center and
E,, denotes the network between the origin cloud data
center and programmable facilities. As could be seen
from Fig.2, there is no direct links between node V,
and V. All the information exchanged between server
and customer should go through node V, for V, repre-
sents the function of programmable network facilities.
The programmable facilities are dedicated to informa-
tion collecting, service control and load balancing.
Thus, they are the key nodes of the whole architec-
ture. In terms of edges, although they are all Ethernet
communication links, they differ a lot in the network
bandwidth and data transmission rates. E, represents
the private channel among cloud servers, and it posses-
ses an extremely high bandwidth and data transmission
rate. Moreover, its upload and download service flows
are almost the same. However, for E, and E,, they
are asymmelry links with a huge download flow and a
small upload flow. Additionally, with the frequent
change in network service load, the data transmission
speed of K also varies dynamically over time.

Under this architecture, it is an important issue
for programmable facilities to choose an appropriate
server for customers. The criteria for choosing proper
service will depend on both the service requirement
from the end-users and the resource condition from the
cloud system. Relevant factors will be discussed in the
following section.

2 Framework of service optimization algo-
rithm

When a cloud customer requires services from the
system, the request will be first sent to the programma-
ble network facilities. Then the facilities will decide to
choose an appreciate server for the customer or to re-
fuse the request, and decide to choose a suitable server
according to the following factors

2.1 Service types and customer types

Programmable network facilities work on the serv-
ice layer. Thus, they could recognize related service
parameters and distinguish the service type of the re-
quired services.

All cloud services are defined into two service
types:

Definition 2.1 ;

i) Static service is defined as services that could
be provided by one edge cloud server independently.

ii) Dynamic service is defined as services that
should be provided by several edge cloud servers or the
origin data center collaboratively.

Static services involve content downloading serv-
ices, online editing software and other services which
could be replicated and deployed on any edge cloud
servers without too much cost, while dynamic services
are usually referred to real-time statistics services, big
data services and large-scale Internet services, e. g. ,
social network services. Compared with static services,
dynamic services generally have a higher service quali-
ty requirement for the cloud servers due to the time
synchronization and pattern diversity of the services.

Based on definition 2. 1, cloud service customers
are further classified into three types:

Definition 2.2

i) C,: a static service customer is defined as a
customer with 75% or more in quantity of his required
services are slalic services.

ii) C,: a dynamic service customer is defined as a
customer with 75% or more in quantity of his required
services are dynamic services.

iii) C,: a hybrid customer is defined as a custom-
er with both static services or dynamic services require-
ments in quantity of 25% to 75%.

2.2 Service quality

When choosing an edge cloud server to deliver
high quality services for the cloud customer, the physi-
cally or topologically closest one is used to be the most
appropriate one. However, due to the complex charac-
teristic of cloud services and network conditions, the
service quality of the closest edge cloud server is not
always the best especially in the flash-crowd moment.
Thus, instead of physical location, the cloud service
quality should be considered as the most important pa-
rameter when selecting an appropriate server.

As mentioned above, the quality of a cloud serv-
ice is determined by both the service processing speed
of the edge server and the data transmission speed in
the edge network. So the cloud service quality could be
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defined as:
Definition 2. 3; The relative service quality Qs..c,

of server S, for a specific customer C; could be calculat-
ed by
s,

i

¢ T Mg, t vl p, (3)
where wg is the relative service processing speed of
edge cloud server S;, and 6 , is the relative data
transmission speed in the edge network between server
S, and programmable facility P, which connects directly
with customer C;.. u and v were two weighted coeffi-
cients which represent the weights of the server and
network separately.
In definition 2.3, higher value of Qg ¢, means high-
er service quality. As an exceptional case of Eq. (3),
the service quality of the origin cloud data center
should be calculated by
Qs, = pws, +vly, (4)
in which, 6, is the data transmission speed of the core

network.

2.3 Resource idle rate

As discussed in Section 1, cloud customers have a
variety of service requirements and a considerable num-
ber of them make occupancy of the virtualized re-
sources for very long time. Thus, it is essential for the
system to keep workload of all the edge cloud servers
and the edge network into a relatively balance. The re-
source idle rate is utilized to represent the workload
status of one cloud server and its nearby edge network ,
and it is defined as:

Definition 2.4 The resource idle rate R, of edge
cloud server S; could be calculated by

Rs, = ¢(1 -Us) + (1 - Uys.p,),
0 < Us, ,Uysp <1 (5)
v+ =1,46>0, ¢ >0

when U is the utilization rate of edge cloud server S,
and Uy 5 p, is the utilization rate of the edge network
between server S; and programmable facility P, which
connects directly with customer C,.

As an exceptional case of Eq. (5), the relative
resource idle rate of the origin cloud data center should
be calculated by

{RSO = yUs, + oUy,,
v+e=1, 4 >0,¢>0

in which, Uy is the relative utilization rate of the core

0 < U,

So

Uy, <1 (6)

network.

Note that these three parameters contain critical
information of the customer, the server and the net-
work. They are necessary for the optimization of both

the customer service quality and system workload.
3 Service optimization algorithm

3.1 Main idea and steps

The service optimization algorithm utilizes above
parameters to choose an appropriate server for the cloud
service customer when the customer requires for de-
ployed cloud services. Specifically, the rules below
should be carefully considered when designing such an
algorithm ;

1) From the customer side, the algorithm should
take the specific requirement from the cloud customer
and find the most appropriate server with the best rela-
tive service quality. However, from the side of cloud
service provider, the “best” server for customer might
not be the most appropriate for the system. So, the
service optimization algorithm should consider both the
service quality and workload balancing of servers and
networks at the same time.

2) Due to the different characteristics of service
type and customer type, edge servers should serve
mostly for static services. On the contrary, the origin
data center should mostly serve for dynamic service
customers. However, service quality and workload
condition should still be considered as the primary fac-
tors.

3) When choosing an appropriate server, those
who are busy at that moment or their relative service
quality are too low to meet the requirement of the cus-
tomer should be filtered out and the resource of the ori-
gin data center should be massive enough to support
the edge servers and keep the whole system into a sta-
ble condition.

Based on the analysis above, two new parameters
Y and 7 are made use of to represent the appropriate
degree of a cloud server. Actually, Y is the product of
service quality () and resource idle rate R. 7 is a per-
centage.

Taking all these into consideration, Table 1 shows
the pseudo code of the service optimization algorithm.
The main steps of the algorithm are also given in
Fig. 3.

The proposed algorithm aims at improving the
cloud service quality and at the same time optimizing
the server and network workload. Instead of relying on
any absolute value, relative service quality between
servers and customers is simply utilized to improve the
efficiency of the algorithm. Moreover, as comparison is
conducted on the service quality and resource idle rate
between the origin data center and the selected edge
servers, the proposed algorithm could guarantee that
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dynamic services would be delivered by the origin The algorithm is further explained by examples
cloud data center as many as possible. Meanwhile, below.
static services should be served mostly by edge servers.

Table 1  Service optimization algorithm

Service optimization algorithm for cloud customer

Server selection and optmization (Qg;, Cr, Qg ¢, Os,» Ry R, Y, m)

1 check all severs, compute R, and Ry; of all edge servers, find if S, is busy;
2 compute (g, and Qg ; of all edge servers;

3 compare Qg . with Q;, find out available servers [ of S, e |5, | Q. > Q¢ && S, is not busy} ;
4 if (S, =NULL)

5 service rejects, algorithm ends;

6 elseif (S,=1{S,}|)

7 identify the type of customer j;

8 if (€C,=C,or C, =C,)

9 service rejects, algorithm ends;

10 elseif (C,=C,)

11 selectedServer = S, , algorithm ends;

12 else algorithm continue;

13 identify the type of customer j;

14 if (c,=¢C,)
15 compute Y, of {Y, | leQS,’quS,} ;
16 compare and find server m of ¥, =max| all values of Y, | ;
17 selectedServer =S, , algorithm ends;
18 else if (C,= C,)
19 compute Y, of {Y, | Y, = QSI,(J/ XRyl, Y, of {Y, =0 xR, | ;
20 compare and find server m of ¥, =max{ Y, and all values of ¥, | ;
21 find out any server g of S, e {8, | nY, < Y, <Y, i
22 if (S, e | any server S,})
23 selectedMainServer = S, ;
24 backupServers =S, , S, e {S, | nP, <P, <P, && S,#S,|.
25 else if (S, ¢ { any server S, |)
26 compare and find server w of Qg,  =max{ Q, ; of any server S, | ;
27 selectedMainServer = S, ;
28 backupServers =S, , S, e {S, | P, <P, <P, && S, #S,}.
end
29 else if (C,=GC,)
30 compute Y, of {Y, | Y, = Qs XRyl, Y, of {Y,=Qg xRy 1;
31 compare and find server m of ¥, =max{Y, and all values of ¥,| ;
32 find out any server g of S, e {8, | nY, < Y, < Y, !
33 if (S, e { any server S, |
and Q, = max{Qy, ; of any server Sg}
and R, = max |{ Ry, of any server S, )]
34 selectedMainServer = S, ;
35 backupServers =S, , S, e {S, | P, <P, <P, && S, #3S,}.
36 else selectedMainServer = S, ;
37 backupServers = S,, S, e {S, | P, <P,<P, && S, #S,1|.
end

end
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pdate information and
calulate parameters

there any
edge server meet
service quality
equirement

Does origin

cloud data center Reject request

meet?

Check customer type
and compare parameters

Chooser origin cloud
data center

Choose main server
and backup server

Fig.3 Algorithm flowchart

3.2 Case study

In these two cases, it is assumed that the servers
shown in the corresponding figure are the only servers
that meet the service quality Q of the customer.

Assume that service customer j, sends a request
for an online editing service to programmable facility
P,. Obviously it is a static service customer. So P, up-
dates information and computes resource idle rate R
and service quality () according to the latest data, and
finds out available servers (linel ,2). Forj,, if availa-
ble servers are S, S, and S, , as shown in Fig. 4, then
P, will transfer to line 12, and identify the customer
type (linel2,13). j, is a static customer, so the appro-
priate server will be selected in line 14 to 17. As for
static service customers, the appropriate server should
be the one with the highest Y value among edge serv-
ers, not including the origin data center. So the select-
ed server for j, is S, for Y, value equals 24 in Fig. 4.

s, ¥,=16

8, ¥=35

Send an online
editing request

S, v,=24

Fig.4 Static service customer

Assume that there is a customer known as j, that
has sent a social network service request to programma-

ble facility P,, and the status of available servers with
their Y value as well as value 7 are as illustrated in
Fig.5. For dynamic service customer, the process of
the algorithm works the same compared with static serv-
ice customer in line 1 to 13. As defined, customer j, is
a dynamic service customer, and the selection algo-
rithm in line 18 to 28 will make the optimization
process different from static service customers. As we
can see from Fig.5, the best server with a highest Y
value is S;. But ¥ is also among the best servers (7 x
Y, <Y, <Y;). So according to line 22 and 23, the se-
lected main server is S;. As discussed in Section 1, for
some dynamic services, they should be provided by
several edge cloud servers or the origin data center col-
laboratively. So the algorithm further chooses backup
servers and in this case it is S;. S,is not a backup

server for Y, <n xY;.

S, Y,=40

Send an SNS
request

Fig.5 Dynamic service customer

For hybrid customers, the algorithm holds a high
degree of consistency with dynamic customers. The on-
ly difference is that for a hybrid service customer, S,
would be chosen as the appropriate server only when
both @, and R, are the max value of all.

3.3 Performance analysis

In this part, the performance of the proposed algo-
rithm is analyzed, which includes average time com-
plexity and convergence.

(1) Average time complexity

The average time complexity of the proposed algo-
rithm is O (nlogn), and n represents the number of
cloud servers.

Prove: The workload of the algorithm mainly
comes from two sources

(i) The data updating and calculation from a
great number of servers. In Table 1, line 1, 2, 15, 19
and 30 contribute to this. The average time complexity
of line 1 and 2 is a polynomial complexity O(n), and
the average time complexity of line 15, 19 and 30 is
less than O(n) because the computed server number is
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less than n.

(ii) Comparisons between calculated results. In
Table 1, line 3, 16, 20, 26 and 31 contribute to this.
The classical heapsort algorithm is ideally suitable in
the comparison. As proved in Ref. [11], the average
time complexity of heapsort algorithm is O( nlogn ).

Thus, the time complexity of the proposed algo-
rithm is determined by the sorting part of the algorithm
and the average time complexity of the proposed algo-
rithm is O(nlogn) .

(2) Algorithm convergence

The proposed algorithm must be convergent. That
is to say, the programmable facilities would refuse the
service request or ultimately find an appropriate server
for any types of cloud customer.

Prove: The reject condition has been considered
in line 4 to 11 of the proposed algorithm. Additionally,
line 14,18 and 29 have enumerated all the cases of
customer types. Thus, the proposed algorithm is con-
vergent.

4 Numerical simulation and results

The numerical simulation of this paper is estab-
lished and studied in MATLAB. In the study, it is as-
sumed that the initial utilization rate of the entire net-
work is the same between any server i and any custom-
er j, to test the performance of the service optimization
algorithm in balancing the server workload of the dis-
tributed architecture. Detailed parameter settings, re-
sults and analysis are presented below ;

4.1 Parameter settings

The simulation defines 300 stochastic customers
which are subjected to Poisson distribution. Among
them, each type of customers accounts for one third.
Additionally, 5 edge cloud servers and the origin cloud
data center are selected. Detailed parameter settings
are shown in Table 2.

Table 2 Simulation parameter settings

Parameter Description Value/Range
C, The type of customers ¢, Gy, G,
S; Edge cloud servers 51,5,,5;,84,55
S, The origin cloud data center S,
G The maximum capacity of S, and S, {S,:15001 ;{S,: 300!
04 Service quality reqLTirement of 40 ~ 80
customer j
The relative quality of services
Qs.’,c,’ which are offered by edge cloud 30 ~ 100
server I for customer j
The relative service quality of
Qs, .. 85
the origin cloud data center
The initial utilizati . {8,:30% | ; 15,:40% | ;
(§F: t t at
U, e initial utilization rate o [8,:50% | ;
. edge cloud server S, )
[5,:60% | ;185:70% |
Uy so The initial utilization rfite of the edge‘ 50%
o network between server i and customer j
The initial utilization rate of the
Us, o 8 50%
origin cloud data center S,
U, The initial relative utilization rate 50%
of the core network
M The ratio of the weight coefficients 0.75.0.25
") between servers and networks
The percentage parameter utilized
n 0.8

in the algorithm

Note that as relatively consistent value is used to
make sure the weight coefficients work properly.

4.2 Results and analysis
Due to the randomness of customer distribution
and the unpredictability of the value of relative service
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quality before the experiment, the statistic of the status
of service quality is done first. For a specific customer,
server 1 is called a “best-service-quality server” when

the quality of offered services from server i is the best.
Table 3 shows the amount of the three types of custom-
ers whose best-service-quality server is server i.

Table 3 Customer amount with highest QoS in each server

Server number S, S, S, S, S, Ss
Amount of static service customers N/A 18 21 18 24 19
Amount of dynamic service customers 82 3 6 2
Amount of hybrid customers 78 6 6 2 3
In total 160 27 33 22 31 27

Fig. 6 shows the final amount of each type of cus-
tomers allocated on each server in a bar chart. As can
be seen, most of the dynamic service customers and a
large number of hybrid customers are allocated to the
origin cloud data center S,. Moreover, servers with a

120

100 k

80 1

60 e

40

Amount of static service customers

120

relatively low utilization rate (like S, or S,) are alloca-
ted with several times of customers compared with serv-
ers with a relatively high utilization rate (like Ss).

120

100 1

Amount of dynarnic service customers

120
109

Amount of hybrid customers

80

60

40

20

36

Amount of all types of customers

80

60

40

20

71

52

28

29

Fig.6 The amount of customers allocated on each server

By statistics and calculations for the allocation re-
sults, Table 4 shows the comparison of the server utili-
zation rate in initial and ultimate time. The idlest serv-
er S, in initial time witnesses the greatest increment
(23.67% ), while the busiest server S; in initial time
only sees a very slight increment (3.67% ). Thus, the
proposed algorithm effectively controls the workload in-

creasing pace of high-load servers, making it tend to
be balanced. Moreover, while according to Table 3
that compared to S,, S, is the highest QoS server for
more customers, its workload increment in Table 4
does not significantly exceed S, , which proves that the

algorithm controls the workload increment of S,.
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Table 4  Comparison of server utilization rate

Server number S, S, S, S, S, Ss
Initial utilization rate 50% 30% 40% 50% 60% 70%
Ultimate utilization rate  57.27% 53.67% 57.33% 59.33% 69.67% 73.67%

5 Conclusion and future work

In this work, a distributed architecture for cloud
service customers is proposed, along with a service op-
timization algorithm. This architecture deploys the edge
cloud servers on the edge of the network with program-
mable network facilities. The programmable network
facilities could identify the customer type, which is an
important parameter used in the proposed service opti-
mization algorithm. The service optimization algorithm
also takes another two important parameters: service
quality and resource idle rate. Simulation results show
that the proposed algorithm could optimize the server
selection process and effectively balance the workload
among all servers.

According to the discussion in Section 1 and the
simulation results, it is noticed that the resource idle
rate could affect the service quality of an edge server,
and the relative service quality will affect the number of
Mathematical

among them might be a direction for the research work

new coming customers. relationship

in the future.
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