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Abstract

While positive feedback exists in an active vibration control system, it may cause instability of

the whole system. To solve this problem, a feedforward adaptive controller is proposed based on the

Filtered-U recursive least square (FURLS) algorithm. Algorithm development process is presented

in this paper. Real time active vibration control experimental tests were done. The experiment re-

sults show that the active control algorithm proposed in this paper has good control performance for
both narrow band disturbances and broad band disturbances.
Key words: adaptive control, active vibration control, Filtered-U recursive least square

(FURLS) algorithm

0 Introduction

Active vibration control has been a hot topic dur-

°!. Many algorithms have

ing the last two decades'"
been proposed with the positive feedback effect neglec-
ted. Most of them are based on the Least Mean Square
(LMS) algorithm:()] , such as Filtered-X LMS ( FX-
LMS) algorithm“’ 80 and filtered-V LMS (FVLMS) al-

I However, positive feedback exists in most

gorithm
of the mechanical vibration control system. It may not
be neglected in most situations, as it may result in sys-
tem instability and system crashes' """/

To overcome these problems, a novel active vibra-
tion control algorithm based on Filtered-U recursive
least square ( FURLS) algorithm is proposed in this
study. Section 1 introduces a typical mechanical active
vibration control system, and gives the discrete model
of this mechanical vibration control system. Section 2
gives the FURLS based adaptive control algorithm’ s
development process. Section 3 illustrates the experi-
ment platform of the system identification results and
vibration suppression experiment results. Section 4

gives the conclusions.

1 Description of an active vibration control
system
1.1 Active vibration control system with positive
feedback

A typical mechanical active vibration control sys-
tem is shown in Fig. 1. The system is consisted of five

stainless steel discs connected together by springs. The
uppermost one and the lowest one are rigidly connect-
ed. The actuators are inertial actuators which are used
to output disturbances and control forces. Acceleration
sensors are used to measure the error signal and the
reference signal. Different control paths could be de-
fined corresponding to the actuators and sensors. The
disturbance in this system is input by the inertial actua-
tor located on the bottom, the control actuator on the
top would produce a positive feedback force while it
tries to suppress the unwanted disturbances. Such active
vibration control system can be described in Fig. 2.
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Fig.2 Block diagram of the active vibration control system
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1.2 System model description
The secondary path can be expressed as

B,(z™")
S -1 — S 1
R REy ()
here
Bs(zq) = bfz71 + oo+ bes —ngs zleS* (z—l)
v (2)
Ag(z") =1 +alz" + - + an%z s (3)
The positive feedback path can be expressed as
B -1
F(z) = F(z,]> (4)
AF(Z )
where
BF<Z—1> = ble71 Foeee beF “npF zle: (z—l)
(5)
AF(Zil) =1+ afzil 4 oo 4 an4rz"".41" (6)
The primary path can be expressed as
B -1
P(Z—l> — P(Z_l) (7)
Ap(z7)
here

B,(z7") =biz" + -+ b 2

"B[

“npp _ z—lB; (zfl)

(8)
Ay(z7") =1 +ajz" + - + af:wz_"“’ (9)
The reference path can be expressed as
-1
W(z") = BW(# (10)
Ay(z7)
where
B,(z7") =bz" + + bZBW = 2B (27
(11)
Ay(z") =1 +a)z" + - + anwz_""”" (12)
The controller can be expressed as
- Bc(zil>
C(z7) =) (13)
here

Bo(z™') = bg () +b7(8)z" + -+ by (£)z7"

(14)
RO

(15)

r(t) represents the disturbance. Then the controller in-

A(z") =1 +al ()" +

n4(

put is shown as

u(t) = x(t) +x,(1) (16)
2  Control algorithm development

A novel adaptive control algorithm will be devel-
oped based on the FURLS algorithm. A priori output is
given as follows:

yo(t+1) =y(t+116(1)) =6"(t)d(t)

o 01[T0] ()

here

0" (1) = Lai (1), ay (1) ,bg (1), +by ()]

(18)
d)T(t) = [=y(0), o, =yt =nye + 1),
u(t + 1), u(t —ng +1)] (19)
Then
u(t+1) =x(t+1) + By (= l)y(t) (20)
A (z7)
A priori output of the secondary path is
B (z7")
yo(t+1) =y (t+116(1)) = A )y()
(21)
A posteriori output of the secondary path is
y(t+1) =y (t+116(t+1)) (22)
while
e(t+1) =d(t+1) +y°(t+1) (23)
A priori and a posteriori adaptation error can be
defined as
vo(t+1) ==d(t+1) —y°(t+1) (24)
v(t+1) ==d(t+1) —y (¢t +1) (25)

The algorithm can be deduced with the following
assumptions ;

(1) The disturbance r(¢) is bounded, W(z™") is
asymptotically stable, then x(¢) is bounded.

(2) An optimal C(z™") exists

-1

A SED =P e

And A, (z)A,(z7") = B,(z")B,(z7") is a Hurwitz

polynomial.

The output of the optimal filter is y(¢), by as-
sumption (1) :

d(t) =-S(z")y(1) (27)
where

v +1) == A7 (z)y(1) + Bzl +1)
AT T -7 d)( t)
=86 = [0, (0.8, 01[F ]
(28)
0 = [&59""5’/(;(’B((J:"“j)/(igc:l (29)

H)T(t) =[- y(t),- _5/<t_n4(;+l>a
a(t+1),-,a(t —nge +1)]  (30)
a(t+1) =x(t+1) + *<())y() (31)

while the optimal filter is replaced by the adaptive fil-

ter,
y (1) = S(z7")y(t) (32)
y(t+1) =y(t+110(t+1)) =0" (1 +1)d(1)
(33)

The prediction error can be defined as
e(t+1) =5t +1) —y(t+1) (34)

Then the posteriori adaptation error can be expressed as
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v(t+1)

-d(t+1) =y (¢t +1)
S(z)e(t +1) (35)

And

P+ ) =GB + 0G0 - T
=0'9(1) +0'[d(1) - (1) ]
= 0o(1) + 8L, (1) [, (1) — b, (1) ]
+ 05, (D[ b, (1) = ()] (36)
From Eq. (20), one can be got:

y(t+1) =
7 <.y BB

0 - A (z -

B0 - [4: ) -2

)e(t)

(37)
From Eqs(33) and (34), one can be got:
e(t+1) =5t +1) =0 (¢t +1)p(t) (38)
Substitute it into Eq. (37),

AF(Z_I)
1) = = —
D =L EDAG B GOBG
[6-6(1+1)]"p(1) (39)
Then
A (278
v 1
(D) = A=) - B, (= )B.(+)
(6 -0 +1)]"¢(1) (40)
Introduce pre-filter Pf(z_l) =S5(:z"),
o (1) = Pf(zfl)d>(t) (41)
b(141) = A (zHS(z™)
[A4,(zTDA (") = B(z)B.(z7) IP(z)
[0 -0(t+1)] (1) (42)
RLS algorithm can be adopted as a parameter update
algorithm ;
0(t+1) =0(t) + F(o)y(t)v(e +1) (43)
_ vo(t +1)
A OO0 ()
- _FWy )y () F(1)
P D = RO = O Fow)
(45)

The stability condition and convergence condition
are :

H (z") = H(z") —%
max[A,(2)] <A, <2

which is a strictly positive real transfer function.

(46)

3 Experiment

3.1 Experiment platform

The above mechanical vibration system is repre-
sentative for many applications. A set of devices and
instruments are employed to develop a vibration control
experiment platform to test the proposed algorithm, as

shown in Fig.3. The Matlab-xPC is used for real time

vibration control experiments. An NI PCI-1200 card is
inserted into the target PC. The sampling frequency is
1000 Hz. The host PC is used to store the control data
for further analysis. Also, for a vibration control sys-
tem, a power amplifier and a charge amplifier are em-
ployed to control the force output and sensor signal

transformation.
Ethernet
Host f{—|  TargetPC
Power Amplifier
i NI PCI-1200 E
AD | DA

Charge Amplifier K:/

Fig.3 Diagram of the experiment platform

The photograph of the whole experiment platform
is shown in Fig. 4.

Power c Mechanical
; harge “brati
HostPC  Target PC Amplifier  Amplifier Vsll;zatlon

Fig.4 Photograph of the experiment platform

3.2 System identification

As shown in Section 2, to apply the proposed ac-
tive vibration control algorithm, the model of the sec-
ondary path and the positive feedback path should be i-
dentified. The identification method used in this paper
is output error with extended prediction model algo-
rithm. The algorithm is applicable for the following sys-

tem
v =P e
The identification process can be summarized as
0"(1) = [a, (1), ,a,,(0),b,(1),,b, (1),
hi () ey, (0) 15
h, = ¢, - a, (48)
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o' (1) = [-y(), -, =yt —n, +1),
u(t=d), -, u(t—d-n,+1),e(1),

et —ny +1)] (49)

where
n, = max(n,,n;) (50)
y(r+1) =6"(1)(1) (51)
e°(t+1) =y(t+1) —y°(t +1) (52)
Y +1) =0"(t+1)p(1) (53)
e(t+1) =y(t+1) —y(t+1) (54)

The identification of the secondary path and the
positive feedback path were implemented using a pseu-
do-random binary sequence as the excitation signal.
For the identification of the secondary path, the output
is the acquired data from the error sensor. As for the
positive feedback path, the output is the data picked
by the reference sensor.

The identified frequency model of the secondary
path and the positive feedback path is shown in Fig. 5,
the dotted curve is the frequency characteristic for the
secondary path, and the solid curve is the frequency
characteristic for the positive feedback path. For sec-
ondary path, there are several low damped vibration
modes; the first order vibration mode is at 44.86Hz
with a damping of 0. 0080, the second order vibration
mode is at 83.94Hz with a damping of 0. 0104 and the
third order vibration mode is at 114.92Hz with a
damping of 0. 0080. For positive feedback path, there
are also several low damped vibration modes: the first
order vibration mode is at 43.8Hz with a damping of
0.0438, the second order vibration mode is at
83.83Hz with a damping of 0. 0089 and the third order
vibration mode is at 114.71Hz with a damping of
0.0079
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Positive feedback path
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Frequency(Hz)

Fig.5 Frequency model of secondary path and
positive feedback path

3.3 Experiment results
At each sampling time, the proposed adaptive
control system implements the following procedures:
(1) Get the measured u(¢ + 1) through the refer-

ence sensor, as well as the measured error signal
through the error sensor;

(2) Use Eq. (19) and Eq. (41) to calculate
(1) and ¢, (1) respectively;

(3) Update (¢ + 1) using RLS algorithm as
shown from Eq. (43) to Eq. (45) ;

(4) Use Eq. (33) to calculate the controller out-
put and apply the calculated output into the vibration
control system.

A control performance index (CPI) is defined as

i | d(i)1?

CPT = 20 log,, S——— (55)
z le(i) |?
i=1

here d(i) is the output of the error sensor before
the active vibration control is applied. And e(7) is the
output of the error sensor while the active vibration
control is applied. While the vibration of the system is
suppressed, CPI is negative. While the controller fails
to suppress the vibrating system, CPI is positive.

Three type disturbances are applied to test the
control performance of the proposed algorithm. While
the disturbance is a sinusoidal signal, the control time
history is shown in Fig. 6. The active vibration control
is applied to the vibrating mechanical system at 50 sec-
onds. The structural vibration is suppressed to a great
extent very quickly. The signal acquired by the refer-
ence sensor is shown in Fig.7. The controller output
calculated by the proposed algorithm is shown in
Fig. 8. Fig.9 shows the controller weight convergence
curve for . Fig. 10 shows power spectral density com-
parison of control on and control off. CPI for a sinu-
soidal disturbance is —69.7dB. That means for most
of disturbances occurred in factories, the proposed
method could get very good control performance and
fast convergence speed.

1.5

0 50 100 150 200 250
Time(s)

Fig.6 Control time history for a sinusoidal disturbance



HIGH TECHNOLOGY LETTERSIVol. 21 No. 2| June 2015 175

While a narrow band disturbance with two sinu-
soidal components is applied, the situation is different,
as shown in Fig.11, the control performance get
worse. But the proposed algorithm still converge and
provide a CPI = —32.4dB, which is still a very good
control performance index. Fig. 12 shows the reference
signal plot. Fig. 13 shows the controller output. Fig. 14
shows the controller weight convergence curve. And

Reference signal(V)
) =)
wn W

=13 the power spectral density comparison of control on and
2 L L L . : : :
0 %5 T o5 T 750 off is shown in Fig. 15.
Time(s)
Fig.7 Reference signal plot for a sinusoidal disturbance
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-0.5 0 = 100 755 200 250 Fig. 11 Cf)ntrol tlrr.le hls.tory for a narrow disturbance
Time(s) with two sinusoidal components
Fig.8 Control output for a sinusoidal disturbance 5
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Fig.9 Controller weight convergence curve for with two sinusoidal components
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Fig.10 PSD comparison of control on and control off Fig.13  Control output for a narrow band disturbance

for a sinusoidal disturbance with two sinusoidal components
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Fig.14 Controller weight convergence curve for a narrow band

disturbance with two sinusoidal components
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Fig.15 PSD comparison between control on and off for a nar-

row band disturbance with two sinusoidal components

To further illustrate the effectiveness of the pro-
posed algorithm, a broad band disturbance is applied
into the system. The same experiment protocol is ap-
plied and an active vibration control is imposed in the
vibrating mechanical vibration control system at 50s.
The control time history is shown in Fig. 16. The refer-
ence signal is shown in Fig. 17. The controller’ s out-
put is shown in Fig.18. Fig. 19 shows the controller
weight convergence curve. Fig.20 shows power spec-
tral density comparison of control on and off. The CPI
of —16.6dB means even for the disturbances which

-1.5 L

0 50 100 150 200 250
Time(s)

Fig.16 Control time history for a broad band disturbance
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Fig.17 Reference signal plot for a broad band disturbance
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Fig. 18 Control output for a broad band disturbance

02
0.15 |
8 01
§° 0.05
2o
8§ o
E" 005}
= o1}
0.15|
025 50 100 150 200 250

Time(s)
Fig. 19 Controller weight convergence curve

for a broad band disturbance
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Fig.20 PSD comparison of control on and control off
for a broad band disturbance
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seldom occurs in actual situations, and make the con-
trol problem more challenge, the proposed method
could also give very good control performance.

4 Conclusion

A Filtered-U recursive least square (FURLS) al-
gorithm based active vibration control algorithm is pres-
ented in this paper for mechanical active vibration con-
trol system with inherent positive feedback coupling.
An algorithm develop process is presented. An active
vibration control experiment platform is constructed and
the real time experiments are implemented. The exper-
iment results show that the proposed control algorithm
is feasible with good control performance and fast con-
vergence speed.
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