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Abstract
To improve the efficiency of operating rooms, reduce the hospital’ s costs and improve the level

of service qualities, a scheduling method is presented based on a filtered-beam-search-based algo-

rithm. Firstly, a scheduling problem domain is described. Mathematical programming models are al-

so set up with an objective function of minimizing related costs of the system. On the basis of the de-

scriptions mentioned above, a solving policy of generating feasible scheduling solutions is estab-

lished. Combining with the specific constraints of operation theatres, a filtered-beam-search-based

algorithm is put forward to solve scheduling problems. Finally, simulation experiments are designed.

The performance of the proposed algorithm is evaluated and compared with that of other approaches

through simulations. Results indicate that the proposed algorithm can reduce costs, and are of prac-

ticality and effectiveness.
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0 Introduction

In response to multiple challenges, hospitals have
undergone the increasing pressure of providing high
quality surgeries while minimizing operational related
costs. An effective and efficient scheduling system of
operating rooms provides an appealing solution to the
challenging problem'"’.

Scheduling problems of operating theatres were
studied in last decades. Ref.[1] presented a simple
heuristic scheduling algorithm. Ref.[2] addressed a
problem which considered assigning operations to the
time slots available in a planning horizon. Ref. [3]
modeled a multi-period, multi-resource, patient-priori-
ty-based surgical case for scheduling problems as a
mixed-integer programming model, and solved it using
the first fit descending-based algorithm. Ref. [4] ad-
dressed a scheduling problem where patients with dif-
ferent priorities were scheduled for elective surgeries in
a surgical facility, which had a limited capacity.
Ref. [5] considered the patient’ s recovery was al-
lowed in operating rooms, and the problem was mod-
eled as a 4-stage hybrid flow shop problem with bloc-
king constraints, and successfully solved thanks to the
Lagrangian relaxation method. Ref. [6] focused on the
scheduling problem of the ophthalmology department
such that there was no overload on any of the beds,

and the problem was solved by P||Cmax algorithm by
forecast the surgery time, while in this method only the
scheduling problem of time cost was considered. Focu-
sing on the scheduling problem of the cardiothoracic
department, Ref. [7] considered patients’ stochastic
durations for the stay in the intensive care unit (ICU)
and in the medium care unit ( MCU), and built a
mixed integer linear programming model to determine a
cyclic master operation schedule. Ref. [8] focused on
generating an optimal surgery schedule of elective-pa-
tient in multiple operating theatres, which considered
the intra-operative care and recovery phases. A sched-
uling method of two stages was described in Ref. [9].
The first stage was described as a set-partitioning inte-
ger-programming model and was solved by a column-
generation-based heuristic procedure. The second stage
was treated as a two-stage hybrid flow shop problem
and solved by a hybrid genetic algorithm. Ref. [10]
presented two-stage approach for planning and schedu-
ling of operating theatres. However, it was possible
that the efficiency of the final operating program would
be influenced by a bad assignment of surgical cases in
the first phase.

At present, most existing methods in literatures do
not consider surgeons’ availability in operating rooms
and the postoperative period. It cannot fully adapt to
the practical applications. Moreover, structural heuris-
tic algorithms are rarely proposed. Here, on the basis
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of the mentioned literatures, the scheduling problem of
operating theaters mentioned above is solved by using a
novel filtered beam search approach.

1 Model description and formulations

The scheduling problem of elective surgeries is
considered at hospital operating theatres over a finite
horizon of D periods. The operating theatre is com-
posed of several operating rooms and one or more re-
covery rooms where several beds will be available for

LRI I order to describe the

patients to recuperate
scheduling problem of operating theatres effectively,
some basic assumptions are described as follows: (1)
Each patient will get a recovery bed after his or her
unique surgical operation in an operating room. (2)
All surgical operations can be performed in any availa-
ble operating rooms. (3) The surgeon for each elective
case is determined in advance and cannot be changed.
(4) All elective surgeries are hospitalized before sur-
geries. (5) Each operating room has an identical over-
time hours. (6) One surgeon must perform only one
surgical operation in the same operating room simulta-
neously. (7) A surgeon can carry out operations only
when he or she is available.

To give a formal description of the scheduling

problem, the parameters and variables are defined as

follows.
D Planning horizon
S Number of operating rooms
N Number of elective cases
t, Earliest period to perform elective case n
d, Duration of elective case n
e, Cost of performing elective case n in s" operating
" room on d" day
Cost of recovering elective case n in recovery
ot room on d" day
Top Regular operation time
T, orime Regular overtime hours
e Beyond standard operation time cost in s” operat-
© ing room on d" day
co, Beyond standard overtime hours cost in s" oper-
ating room on d" day
u, Underutilization cost in s" operating room on d"
day
R, Number of recovery beds on d" day
v =1 If elective case n is performed in s" operating
" room on d" day, and 0 otherwise
o= 1 If surgeon p who perform operation n is available

. h . h .
in s operating room on d" day, and O otherwise

A 1 After operation, patient n is assigned to the b"
$ = .

" recovery bed, or 0 otherwise

o =1 If surgical operation n is assigned to operating

ns

room s, or O otherwise

The scheduling objective is to minimize the sum of
the expected operating room utilization costs and the
elective-patient—related costs, which is defined as

mln z Z Z (fcn[l.sxnsd + rcndxmzl)

n=1d=1 s=
D s
+ Z Z [eyAy + cogBy +u,Cull (1)
I=1 i=1
where

N
Adx = maX{O, Z xn,,\'(ldn - T()R} ’
n=1

Vs =1,2,---,5,¥d =1,2,---,D (2)

Eq. (2) represents the time that the total opera-

tion time of all elective cases are assigned to the oper-
ating room s exceeds s’ s regular capacity on the d"

day.
N
B, = max {0, Z Xpad, = Top = T,

overtime % ’
n=1

Vs =1,2,---,5,¥Yd =1,2,---,D (3)

Eq. (3) indicates the time that the total operation

time of all elective cases assigned to the operating room
s exceeds s’ s overtime capacity on the d" day.

Cds - maX 0 T()R - Z‘xmddn

el
Vs =1,2,---,5,¥d =1,2,---,D (4)
Eq. (4) shows the idle time of operating room s

on the d" day.
Based on assumption Eq. (1), it is a case assign-
ment constraint. An operating room is given no more
than one assigned elective case at any time on a given

day. The followmg equation must be satisfied.

Z Zx,ml\l,Vn:I,z’...’N (5>

To ensure the total operation time of all surgeries
does not exceed the operating room’ s available capaci-
ty. It is a time constraint which should satisfy the fol-

lowing requirement.

Z X sd X ¥s X dn - TOI\’ = ij(’rtimp,’
Vs =12,-,5,¥d =1,2,--,D (6)

It is a capacity constraint. To guarantee the num-
ber of patients transferred to the recovery room does not
exceed the number of available recovery beds, the fol-
lowing 1nequdhty must be obeyed.

N S
z/\ndzxn\d \R Vd .“aD <7)

n=1
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According to assumption (6),each surgeon can-
not perform two surgeries on a given day at the same
time. The following relation must be followed.

=t +d, + M3 -w, —w, -y,

1 #7, Vs =1,2,---,S (8)

The schedule should be fully made according to
the practical applications so that surgeons”availabilities
could be assured. The following inequality must be
obeyed.
+d, =M1 =y,) < Top + T e

Vn=1,2,-,N,¥Yd =1,2,--,D (9)
Consequently, the scheduling problem of operat-

n

ing theatres mentioned above can be transformed to a
nonlinear programming problem with Eq. (1) as the
objective function and Eqs (2) ~ (9) as the con-
straints.

2 Proposed scheduling algorithm

In this paper, the scheduling problem of operating
theatres is analyzed on the basis of the operating theatre
system considered elective patients as the primary re-
source. A filtered-beam-search ( FBS) -based algorithm
is developed to solve the scheduling problem.

Filtered beam search is an extension of beam
search. Beam search is an adaptation of the branch and
bound method in which it only explores the promising
nodes level by level without backtracking' ™', A fil-
tering mechanism is proposed to discard some nodes
which do not satisfy constraints, and to evaluate some
nodes which satisfy constraints. Generally, a success-
ful FBS-based algorithm for a specific scheduling prob-
lem should solve four representation factors: (1)
search tree representation for a solution space defini-
tion; (2) branching scheme; (3) determination of
beam width and filter width; (4) local/global evalua-
tion function selection'""",

(1) The solution space can be visualized as a
search tree with each path in the tree representing a

potential solution'"”’

. In the tree, each node generated
by branching scheme represents a scheduling decision,
involves in determining the starting time of the elective
case n in the selected operating room, namely ¢. A
line between two nodes represents the decision of
adding a case to the existing partial schedule. In a fi-
nite horizon of D periods, according to the constraints,
a complete schedule is composed of nodes and lines be-
tween nodes.

(2) The branching scheme is described as fol-
lows ; let S, be the set of schedulable operations at level
I, 8" = min(9,), where g, is the earliest time of an

operating room that can perform elective case s, s e

S,. Itk e S, Na, =09", then case k will be a node of
level 1.

(3) The selection of beam width and filter width
appears to be very specific''’. In general, the deter-
mination of beam width and filter width has a signifi-
cant effect on the performance of FBS-based algo-
rithms. Therefore, different combinations of beam
width and filter width will be investigated to balance
the computational time and the solution quality'™*"'.

(4) The selection of evaluation functions will af-
fect the solution quality. Here, dispatching rules are
investigated as local and global evaluation functions.
Since the local evaluation function is quick but may be
poor, while global evaluation function is more accurate
but more computationally demanding, and dispatching
rules can make a trade-off between them.

On the basis of the descriptions mentioned above,
the flow chart of the proposed algorithm is shown in
Fig. 1.

The procedure steps of the proposed algorithm are
described as follows

Step 1 Initialization. Let bn =0, [ =0; deter-
mine beam width b, filter width f; input planning hori-
zon D ,the number of operating rooms S; input the reg-
ular operation time T, regular overtime hours T, .. .,
the duration d, of the elective case n , and let the par-
tial schedule set PS be null.

Step 2: Determine availability. Determine wheth-
er a surgeon is available or not. If he or she is availa-
ble, then go to step 3, otherwise exit the algorithm.

Step 3: According to D, S, Tor, T,oniime » @, 10 de-
termine the number of elective cases T.

Step 4: Determining beam nodes ;

Step 4. 1. Generate nodes from the root node with
the branching scheme. Check the total number of
nodes N. Let [ =1 + 1, update PS with generated
nodes.

Step 4.2: If N> b, compute the global evaluation
function values for all nodes and select b of cases as in-
itial beam nodes in terms of

G, =min>  do,, i=1,2,b (10)
At the same time, determine potential set PS.

Step 4.3 Form a set of candidate scheduling e-
lective cases: AT = T — PS.

Step4.4: If N < b, move down to one more lev-
el, let /=1+1, and generate new nodes by branching
scheme with PS and update PS.

Step 5: bn=bn +1

Step 5.1: If bn<b:letl=1+1. ]l < T, gener-
ate new nodes (the number of nodes is NV,, , ) from the

beam node according to the branching scheme with PS

bn
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Start

Initialization: bn =0, /= 0; Input: b, f; D, S, Tpps
Tovertime» dUris PS= &

N
Availability? Exit

| Determine the number of elective cases T |

v

| Generate nodes from the root node with the branching scheme |

v

Check the total number of
nodes N. /=/+1. Update PS |~

Generate new
N | nodes from
parents by
branching
Y scheme

Compute the global evaluation function values, select b of
cases in terms of (10), determine potential set PS

v

| Form a set of candidate scheduling elective cases: AT=T1-PS |

bn=bn+1; bn <b?

Generate Nj,; number of new nodesfrom
the beam node according to the branching
scheme. Compute the local evaluation
function values in terms of (11), select
min (Np,;,f) of nodes with the best values

v

Calculate the global evaluation
function values of min (N, f). Select
— the node with the best value and update
PS},, and delete the selected nodes
from AT

—| Formulate the bn™ complete schedule set PS},, '4-

Select schedule set with the best objective
function value among PS;,

F §

End

Fig.1 The flow chart of the proposed algorithm

as the partial schedule represented by the beam node.
Compute the local evaluation function values of all
nodes generated in terms of

b
P]-zminZd,;, j=12,-,f (11)

and select min(N,, ,;, f) of nodes with the best values
for further evaluation. While if / > T, go to Step 5. 3.
If bn > b, then go to step 6.

Step 5.2 Calculate the global evaluation function
values of min(N,, ,,f) of nodes obtained by Step 5. 1.
Select the node with the best value and add the node
into the partial schedule set PS,,, and delete the se-

bn s

lected nodes from AT. Go back to Step 5. 1.
Step 5. 3: Formulate the bn'
set PS,,.

Step 6; Generate the finishing time of each recov-

complete schedule

ery bed in the recovery room, calculate A,, B, and
C,, , according to the objective function select schedule
set with the best objective function value among PS

bn*

3 Simulation analysis

Under the precondition of the same objective func-
tion and branching scheme, the quality of the proposed
algorithm is related to beam width b and filter width f.
Different b and f are tested and evaluated.

3.1 Relationship between objective function value
and b

During the same condition that the number of op-
erating rooms is equal to 5, the regular operating time
is equal to 14 hours, and the overtime is equal to 2
hours, the duration of elective cases is randomly gener-
ated from [60,1000]. Setb=1,2,---,10, f=1,2,4,
6,8,10, and the local/global evaluation functions are
shortest processing time (SPT) rules. The average out-
comes of 10 repeated experiments of the proposed algo-
rithm are shown in Fig. 1.

Fig. 2 shows that average objective function value
(AOFV) for each expected value f has similar tenden-
cy under the variations of b. When b increases beyond
10, AOFV almost keeps constant. Based on this exper-
iment, it indicates that when f remains unchanged, as
b increases, and b < 10, the proposed algorithm can
get better scheduling results.

—

8]

(=3

S
|

——f=1

—x—f=6

1000

800 -

600 1

400 4

200 4

Average objective function values (RMB)

1 2 3 4 5 6 7 8 9 10
Beam width b (number)

Fig.2 The relationship between objective values and b

3.2 Relationship between objective function value
and f
During the same condition that the number of op-
erating rooms is equal to 5, the regular operating time
is equal to 14 hours, and the overtime is equal to 2
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hours, the duration of elective cases is randomly gener-
ated from [60,1000]. Set f=1,2,---,10, b=1,2,4,
6,8,10, and the local/global evaluation functions are
SPT rules. The average outcome of 10 repeated experi-
ments of the proposed algorithm is shown in Fig. 3.
The samples are different from the ones used in Section

3.1.

——b=1 —¢b=6

Average objective function val
DN
=
S

1 2 3 4 5 6 7 8 9 10
Filter width /'(number)

Fig.3 The relationship between objective values and f

For individual b, Fig. 3 shows that AOFV decrea-
ses fast with the increase of f. Though the curves of
AOFV are not identical, the general variation tendency
of all curves is uniform.

Table 1 shows that when b keeps unchanged with f
increasing from 1 to 10, the AOFV change rates are al-
ways larger than the case that f stays constant with b
changing. Moreover, comparing Fig.2 to Fig. 3, when
b remains unchanged as f increases, the proposed algo-
rithm can obtain better results than the cases when f re-
mains unchanged as b increases. It is noticeable that
both f and b play an important role in the good perform-
ance of the proposed algorithm, and f is more crucial

than b.

Table 1 AOFV change rate
f(1 ~10) AOFV change rate b(1~10) AOFV change rate
b= 75.71% f=1 47.84%
b=2 75.71% f=2 54.61%
b=4 86.50% f=4 69.39%
b=6 85.65% f=6 70.06%
b=8 82.04% f=8 64.21%
b=10 90.41% f=10 69.80%
average 82.67% average 62.65%

3.3 Comparison with other approaches

To compare the system performance of the pro-
posed algorithm with other algorithms effectively, some
variables are defined as follows.
Se =5

Dev = 3

x 100% , where S, is the optimal

solution obtained by dispatching rules, and S, is the op-
timal solution gained by the FBS-based heuristic algo-
rithm.

.S, =5 . .
Dev = x 100% , where S, is the optimal

solution obtained by genetic algorithm ( GA''®") and
particle swarm optimization (PSO'"7') algorithm, and
S;is the optimal solution gained by the FBS-based algo-
rithm.

To investigate the proposed FBS algorithm (b =
2, f =2), its performance is compared with dispatc-
hing rules (first in first serve ( FIFS) , longest process-
ing time (LPT), weighted due date (WDD) , earliest
due date (EDD) """} under the length of the differ-
ent planning horizon, different elective cases and dif-
ferent operating rooms. And the results are shown in
Table 2. Since solution times of the dispatching rules
are very small, the CPU time of the rules is not includ-
ed in Table 2. As expected, the performance of the
proposed algorithm in terms of Dev is much better than
the rules. The average Dev is 55. 91% , 42.21% ,
55.65% , 59.10% for FIFS, LPT, EDD, WDD, re-
spectively. Even though beam search is a branch and
bound based algorithm, the CPU time is not very long.
The elective cases increase from 41 to 49, the CPU
time rises from 0.002ns to 15000ns. The CPU time is
small.

To further investigate the proposed algorithm (b =
2, f =12), its performance is compared with GA and
PSO algorithms (the population size =80, the number
of iteration =300) under different sizes of elective ca-
ses and different number of operating rooms. And the
results are shown in Table 3. Because there is no affec-
tion to the analysis of the algorithm performance for the
days, the days are not involved in Table 3. Regardless
of size, the solution quality of the FBS algorithm is bet-
ter than the GA and PSO algorithms. The GA and PSO
algorithms’ running time reported for each problem is
much larger than the CPU time requirement of the pro-
posed algorithm. Therefore, the proposed algorithm has
better performance on both CPU time and quality of so-
lutions.

4 Conclusions

(1) The proposed algorithm can effectively solve
the scheduling problem of operating theatres with the
consideration of the availability of surgeons. It can also
reduce the expected operating room utilization costs
and the elective-patients-related costs effectively.

(2) Since the algorithm can solve the scheduling
problem within a short period of running time, it can
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Table 2 Comparison of simulation results with dispatching rules

Problem FBS FIFS LPT WDD EDD
Solution CPU(ns) Solution Dev Solution Dev Solution Dev Solution Dev
1%9%5 1336.6 0.002 2522.2  47.01% 2409.4  44.53% 2172.6  38.48% 2103.8 36.47%
2%16 %5 2388 0.002 4507.2  47.02% 2704.8  11.71% 4423.2  46.01% 4567.2  47.71%
3%22%5 2225.4 0.002 5089.4  56.27% 3371 33.98% 5188.6 57.11% 5188.6 57.11%
4%29%5 3963.6 0.002 7674 48.35% 4446 10.85% 6211.6  36.19% 6195.6 36.03%
5%35%5  3666.6 0.002 7189.8  49.00% 5224.2  29.82% 8328.8 55.98% 7690.6  52.32%
6x41 %5  4786.2 0.002 8014.2  40.28% 5488.8 12.80% 9594.2  50.11% 9664.6  50.48%
749 %5  5569.6 15000 10584  47.38% 6256.8 10.98% 11977.6  53.50% 9406.4  40.79%
8565 3864.2 15000 6868.8 43.74%  33198.4 88.36% 13464.8 71.30% 12420.8 68.89%
9%63%5 7367.8 15000 72463.8 89.83%  67726.2 89.12% 44019  83.26% 43207  82.95%
10725 7950.6 15000 81561.8 90.25%  79306.6 89.97% 864545 99.08%  48951.4 83.76%
Averages 55.91% 42.21% 59.10% 55.65%
Problem # ; the number of days * the number of elective cases * the number of operating rooms
Table 3 Comparison of simulation results with improved meta heuristics
FBS GA PSO
Problem = *
Solution  CPU(ns) Solution Dev’ CPU(ms) Solution Dev’ CPU(ms)

31 598 0.002 1306 54.21% 265 1306 54.21% 140

7 %3 1412.4 2000 1475.6 4.28% 343 1458.8 3.18% 140

8 x4 402.2 0.002 721.4 44.25% 374 627 35.85% 156

18 %3 1866. 4 0.002 3090. 4 39.61% 249 3199.2 41.66% 202

20 %2 2139.9 0.002 3409.2 37.23% 296 3077.2 30.46% 202

22 %5 2225.4 0.002 3298.2 32.53% 280 3434.2 35.20% 218

48 %2 5906.2 0.002 6866. 6 13.99% 608 6740.2 12.37% 561

50 4 5517.2 15000 6629.2 16.77% 793 6266. 8 11.96% 721

52 %1 5780.2 15000 6771.4 14.64% 897 6575.4 12.09% 872

Averages 28.61% 26.33%
Problem # # ; the number of elective cases * the number of operating rooms

carry out an on-line scheduling problem of operations.

(3) Compared with dispatching rules, GA and
PSO algorithms, the results show the proposed algo-
rithm is more competitive.

(4) Not only the proposed algorithm can be used
to solve static scheduling problem of operating theatres ,
but also it can be used to implement real-time schedu-
ling problem of operating theatres in the future.
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