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Abstract

In order to improve the concurrent access performance of the web-based spatial computing sys-
tem in cluster, a parallel scheduling strategy based on the multi-core environment is proposed,
which includes two levels of parallel processing mechanisms. One is that it can evenly allocate tasks
to each server node in the cluster and the other is that it can implement the load balancing inside a
server node. Based on the strategy, a new web-based spatial computing model is designed in this pa-
per, in which, a task response ratio calculation method, a request queue buffer mechanism and a
thread scheduling strategy are focused on. Experimental results show that the new model can fully
use the multi-core computing advantage of each server node in the concurrent access environment
and improve the average hits per second, average 170 Hits, CPU utilization and throughput. Using
speed-up ratio to analyze the traditional model and the new one, the result shows that the new model
has the best performance. The performance of the multi-core server nodes in the cluster is opti-
mized ; the resource utilization and the parallel processing capabilities are enhanced. The more CPU

cores you have, the higher parallel processing capabilities will be obtained.
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0 Introduction

As more and more users access geospatial informa-
tion via the Internet, how to make so many concurrent
users obtain requested information in the shortest possi-
ble time has become an urgent issue. The system re-
sponse time is the important factor affecting the per-
formance of web-based spatial computing system''. Tt
mainly includes the following four aspects

(1) Transmission time of request: It’ s the com-
munication time from the web browser to the spatial
computing server.

(2) Waiting time of request: It refers to the wait-
ing time for processing requests in the spatial compu-
ting server.

(3) Processing time of geospatial information :
It’ s the time of dynamically generating the results of
the requests in the spatial computing server.

(4) Querying time of geospatial information: It
refers to the time of querying the geospatial data from

the background geographic database'”’.

If we want to improve the performance of spatial
computing server, it must meet two conditions. One is
to support a large amount of users ’ concurrent access.
The other is to shorten the average response time of re-
quests to the maximum extent. The existing web-based
spatial computing systems mainly use hardware or soft-
ware methods to achieve this goal. By hardware, using
a dedicated load balancer, improving the processing
speed of CPU and increasing memory capacity of spa-
tial computing server are the common methods. These
methods have disadvantages such as high cost, poor
3. Cheap and effective load bal-
ancing mechanisms are provided by software. Refs[ 3-

scalability and so on

11] have studied load balancing algorithms to some ex-
tent. The basic idea of these algorithms is using some
strategies to allocate concurrent access requests to each
server in the cluster. It can enhance the parallel pro-
cessing capability of the entire spatial computing sys-
tem to meet the needs of a large amount of concurrent
access. But these algorithms only take into account
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how to balance the load from the requests to each serv-
er in the cluster, they do not consider how to improve
the parallel processing capability inside a single server.

Today, the computer’ s processor has been experi-
enced from single-core, high-frequency CPU to multi-
core one. Multi-core computing platform provides a
new method to improve the concurrent performance of
servers "”'. Relying on the advantages of high-perform-
ance, low power consumption and low cost, multi-core
CPU gradually dominates the market and has become
the mainstream configuration of computer. Therefore,
based on the multi-core environment, optimizing the
parallel scheduling strategy of web-based spatial com-
puting system to improve the concurrent processing ca-
pability of each server in the cluster will become a
shortcut and lower-cost way.

In this paper, a parallel scheduling strategy of
web-based spatial computing tasks in multi-core envi-
ronment is proposed. It focuses on two issues. The first
one is how to realize load balancing among different

server nodes in the cluster environment. The other is
how to make full use of the multi-core inside a single
server node to improve the parallel processing capabili-
ty of each server node. It ultimately achieves two levels
of parallel task processing and realizes the load balan-
cing among all servers and maximizes resources utiliza-
tion of each server node. The simulation results show
that the algorithm can effectively improve the CPU uti-
lization, average 1/0 hits, network throughput, hits
per second, and shorten the average response time of
the web-based spatial computing system.

1 Parallel scheduling strategy of web-based
spatial computing tasks

1.1 Web-based spatial computing model in multi-
core environment
In order to achieve optimization of the perform-
ance of web-based spatial computing system in multi-
core environment, a model is proposed as shown in

Fig. 1.
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Fig.1 The web-based spatial computing model in multi-core environment

The basic idea of the new model is as follows:
(1) When users access the geospatial information, the
concurrent access requests will be submitted to a web
server of web server cluster. The web server will ana-
lyze parameters and submit these requests to the load
balancer. (2) In the load balancer, the request liste-
ner will receive these requests and store them in the re-
quest queue pool. The task response ratio calculator
will calculate the response ratio of each request by tim-

er and then add them into the global request queue or-
dered by priority. (3) Each server node in the spatial
computing server cluster will select the highest priority
task from the global request queue. (4) The thread
scheduler of each spatial computing server will sched-
ule the buffer management thread to fill the request
queue buffer which is in the thread scheduling pool.
(5) The scheduling thread in the thread scheduling
pool will get the tasks from the request queue buffer
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and assign them to the corresponding service core of
the service core group. The scheduling thread and the
service core will run in parallel. (6) The spatial com-
puting server completes the processing of requests and
(7) Finally,

the load balancer returns these results to the client.

returns the results to the load balancer.
When concurrent users are increased, it only needs to
add the spatial computing server nodes into the server
cluster.

The model has two characteristics. One is the two-
level parallel processing mechanism which is used
It
takes full advantage of multi-core parallel computing

among server nodes and inside one server node.

resources of each server node and realizes the task par-
allel scheduling and load balancing. Another is that the
model changes the traditional passive load balancing
methods. A new active task acquisition method is de-
signed to implement the concurrent tasks allocation and
load balancing in the cluster environment.

1.2 Task response ratio computing

Assuming ¢, is the request submission time, ¢, is

£, 1s

and T is the average re-

the request start time, ¢, is the completion time,

the standard execution time,
sponse time of all concurrent requests, if only the re-
quest waiting time ¢, — ¢, is considered in the queue and
not ¢, , it will lead to the delay of requests which have
small 7, and long waiting time. The strategy in this pa-
per considers the waiting time and execution time of re-
quests at the same time and minimizes T. The request
which has long waiting time and short execution time
will have the high priority to be executed. The formula
n is the total number of re-

of T'is given in Eq. (1).
quests.

= - (1)

Now, the standard execution time t, is calculated :
the graphical display is taken for example. A bounding

| Getrequestsfrom Il Drtier
| the load balancer

Global Request
Queue

Thread

Management ——

box of spatial data is used to measure the size of the re-
quested content and calculate ¢, for each request in the
request queue pool.

The task response ratio calculator calculates the
response priority of each request in the request queue

pool. Assuming ¢ is the current time, the task response
ratio R is given in
(t-t)
R=1+——"> (2)
t,

Finally, based on R,

and stored into the global request queue in the load

the requests will be sorted
balancer.

1.3 Multi-thread scheduling mechanism

The existing load balancing mechanisms of web-
based spatial computing systems generally use the same
following method: through a certain strategy, the load
balancer calculates the load weights of each server in
the cluster and orderly allocates requests to these serv-
ers. Servers accept requests passively and cannot
process the requests in parallel immediately, which will
lead to the delay of request processing and finally re-
duce the performance of system. Because the load bal-
ancer calculates the load weights at regular time but not
in real time, it will lead to inaccurate results and unfair
task assignment.

In the new model designed in this paper, it is not
needed to calculate the load weight. A request queue
buffer for each server node is designed and the buffer
management thread is used to manage this buffer. The
server node in the cluster can get the requests actively.
The working principle of the thread is shown in Fig. 2.
The goal is to allow all scheduling threads in the thread
scheduling pool to access the request queue buffer con-
currently and avoid task queuing problem caused by
the lock operation when the spatial computing server

access the global request queue directly.

Fill the
buffer in the

thread scheduling pool

Request Queue Buffer

Notify the buffer management thread

to update

I
( Thread Scheduling Pool)(*Get requests for the scheduling thread

Fig.2 The working principle of dedicated thread of request queue buffer

All scheduling threads in the spatial computing
server run in parallel. Each scheduling thread accesses
the request queue buffer concurrently to get the highest

priority request and allocate it to the service core and
notify the buffer management thread to update the re-
quest queue buffer at the same time. The buffer man-
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agement thread gets new requests from the global re-
quest queue to fill the request queue buffer and ensure
the number of requests in the buffer equals to the num-

Retest

Start the thread
Scheduler

Start scheduling
thread

Y

Is the queue
buffer empty?

ber of scheduling threads in the thread scheduling
pool. Thread scheduling process is shown in Fig. 3.

Get the highest
priority task

v

Assigned to the service core

Send buffer update
message

Response
Result

Fig.3 The flow chart of thread scheduling process

1.4 Model performance analysis

There are a lot of evaluation standards of compu-
ting model for parallel processing capability. The most
commonly one is to calculate speed-up ratio. The
speed-up ratio is used to reflect the actual effectiveness
that the model can achieve. It is the most traditional
evaluation standard for parallel algorithm in the multi-
core cluster environment. It can be represented as

o(n) +e(n)

V) S GG e+ Ky )

In Eq. (3), #(n, p) is used to represent the

speed-up ratio when we solve the problem of size n on
p processors. Ini(n,p), the serial tasks are represen-
ted by o(n); the parallel tasks are represented by
o(n); K(n,p) is the computational overhead for exe-
cuting requests in parallel.
According to Eq. (3) , the Amdahl’ s theorem can
be derived as
1
VS e -+ KGup) @

In the Amdahl’ s theorem, ¢ is the maximum

speed-up ratio of parallel computing, f is the proportion
of serial computing part in the whole computing tasks.

The Amdahl’ s theorem provides a method to pre-
dict the upper limit of speed-up ratio when a certain
number of processors are used to solve problems in par-
allel. It can help us to determine whether an algorithm
needs parallel optimization.

In the web-based spatial computing model pro-
posed in this paper, it is assumed that T is the serial
computing tasks and 7', is the parallel computing tasks.
T, is the whole computing tasks including 7, and T,.
The proportion of serial computing tasks f is given in

T _ T,
f=7= (5)

s P

The model is analyzed by Microsoft Visual Studio
2010 performance analysis tools. Using the CPU sam-

pling analysis tool and Eq. (5), a result is got that 5
percent of tasks in the model needs to be executed seri-
ally. Two servers are used to deploy a cluster and each
server has 8 CPU cores. According to the Amdahl s
theorem , the maximum theoretical speed-up ratio of the
traditional model can be calculated which uses the ex-
isting load balancing mechanisms. The formula is
1
4 ‘0.05+(1—0.05)/2~1'9 (6)

In the new strategy proposed in this paper, two

level mechanisms are used to optimize the model per-
formance. In Fig. 1, the service core group of each
spatial computing server node in the cluster can run in
parallel under the scheduling of the thread scheduling
pool. The same hardware deployment is used through
the CPU sampling analysis tool, 26 percent of the task
needs serial execution. Because two server nodes are
used, the first parallel part is 0. 26/2. Besides, be-
cause each server node has eight CPU cores, the second
parallel part is (1 —=0.26)/16 =0.74/16. According to
the Amdahl’ s theorem, the maximum theoretical
speed-up ratio is calculated as

v, = 1
o 0.26  0.74
0.05 + (1 -0.05) - ( > Y6

~4.59

(7)

From Eq. (6) and Eq. (7), the maximum speed-

up ratio of the new model is about 1. 41 times higher

than the traditional model. It shows that the new strate-

gy can obviously optimize the performance of the web-
based spatial computing model.

2 Experiment and results analysis

2.1 Experimental parameters

The IBM blade server center in high speed intra-
net is used to build the test environment. The national
geological map data is used to do the simulation experi-
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ment to verify the performance of the new model de-
signed in this paper. Finally the comparison of the tra-
ditional model and the new one is given. The network

CECECE

topology structure of experimental environment is shown

in Fig. 4, the system simulation parameters are shown

in Table 1.

1000M

& -8,

" Spatial Computing

Server Info

Spatial Computing
Server Cluster

Fig.4 The network topology of simulation

Table 1

Simulation parameters of system

Simulation Parameter

Parameters content

Client
Web Server
Load Balancer One server,
Spatial Calculation Server Cluster
12.27GB

Simulation time 5h
HP LoadRunner 11

Test data volume

Testing software

Statistical parameter
Hits,

200 concurrent users.

200 clients in Gigabit Ethernet, 64 ports Ethernet Switch

Sufficient processing capability

CPU: Intel® Xeon® E5620 2.40 GHz (8cores) , memory:8GB
Two servers, CPU; Intel® Xeon® ES5620 2.40 GHz (8cores), memory:8GB

collect CPU Utilization, Hits per Second, Average 10

Average Throughput and Average Response Time

2.2 Test result analysis
2.2.1
Table 2 shows the test result of the computing

Analysis of result data

servers collected by the LoadRunner software in various

The result data contains CPU utiliza-

hits per second,

test scenarios.

tion, average 10 hits, average

throughput and average response time.

Table 2 The results data of stress test

Threads number 1 2 4 8 16
CPU Utilization( % ) 24.13 38.05 50.95 57.15 57.5
Hits per Second /s 14.917 24.625 38. 191 47.789 50.356
Average 10 Hits /s 15.036 28.873 38.572 48.295 51.081
Average Throughput (M) /s 1.615 2.935 4.526 5.672 6.081
Average Response Time (s) 3.432 2.104 1.603 1.447 1.527

The test server’ s CPU has eight cores. According
to the test results shown in Table 2, the following con-
clusions are got;

(1) When the number of threads is less than
With the increase of

more and more CPU resources can be

eight, some CPU cores are idle.
thread number,
used. The throughput will grow linearly and the aver-
age response time will reduce in the same way. Final-
ly, it achieves the performance improvement.

(2) When the number of threads is eight, we can
make full use of all the CPU cores.

run in parallel,

Each service core
parallel processing performance will

achieve the optimal state.

(3) When the number of threads is more than
eight, CPU will do additional thread switching opera-
tion frequently, so the parallel processing capability
can not increase linearly.

(4) From the result data (especially the average
response time) in Table 2, we can infer that the new
model’ s parallel processing performance is increasing
linearly, which demonstrates that the task allocation
strategy can balance the load among all the processors.
2.2.2 Parallel efficiency and the speed-up ratio anal-

ysis
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The average response time collected by LoadRun-
ner software will directly reflect the parallel processing
capability of the computing server. According to the
average response time of the results data in Table 2,
the speed-up ratio of the optimized model designed in
this paper can be calculated. Fig.5 shows the parallel
efficiency upgrade time of the new model when differ-
ent number of threads are used.

45
B 4
g o 35
g.é 3
©.2 25
o S
= & 2
881
& i
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0.5
0 1 1 1 1 1 ]
1 2 4 8 16
The number of threads

Fig.5 Parallel efficiency upgrade time

Fig.5 shows that the speed-up ratio achieves the
maximum value 4. 74 when eight threads are used. It is
consistent with the theoretical analysis of speed-up ratio
in Section 1.4. Since the server’s CPU has only eight
cores, when the number of threads is less than or equal
to eight, parallel efficiency and speed-up ratio is pro-
portional to the number of threads, which has linear
speed-up ratio and maintains a better parallel efficien-
cy. The linear curves also demonstrate that the new
model can balance the load among multiple processors.
When thread number is more than 16, CPU has to do
additional thread context switching, and each thread
competes the limited resource, so the performance can
not be improved but fallen.

3 Conclusions

A parallel scheduling strategy of web-based spatial
computing tasks in multi-core environment is studied
and a new model is designed based on the strategy. In
the model, two level parallel processing mechanisms
are used to make full use of the multi-core resources of
servers in cluster. In order to verify the performance of
the model, a performance test is done between the tra-
ditional web-based spatial computing model and the
new one. The experimental results show that the opti-
mized model can improve the CPU utilization, /O
throughput, and hits per second. When it’ s confronted
with large concurrent access, it can shorten the average
response time greatly and give a better experience to
users. It shows that the new model has a better stability
and capability of resistance to high load.
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