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Abstract
A new local cost function is proposed in this paper based on the linear relationship assumption

between the values of the color components and the intensity component in each local image window,

then a new quadratic objective function is derived from it and the globally optimal chrominance val-

ues can be computed by solving a sparse linear system of equations. Through the colorization experi-

ments on various test images, it is confirmed that the colorized images obtained by our proposed

method have more vivid colors and sharper boundaries than those obtained by the traditional method.

The peak signal to noise ratio (PSNR) of the colorized images and the average estimation error of the

chrominance values relative to the original images also show that our proposed method gives more

precise estimation than the traditional method.

Key words: colorization, quadratic objective function, optimization, least square solver, color

propagation

0 Introduction

Color provides powerful information for image
analysis and pattern recognition. Colorizing grayscale
images is a useful technique in scientific computing vi-
sualization and entertainment. Coloring of photographs
by hand is nearly as old as photography itself. The in-
formation content of some scientific images can be per-
ceptually enhanced with color by exploiting variations
in chromaticity as well as luminance.

Colorization, a computer-assisted image process-
ing method, was firstly introduced by Wilson Markle in
1970 describing the computer-assisted process he in-
vented to add color to black and white movies or TV
programs. The term is now generically used to describe
any technique for adding color to grayscale images or
videos. Traditional colorization is usually carried out
manually or assisted by some drawing software tools,
which is very tedious and time-consuming, thus auto-
matic or semi-automatic colorization methods are pro-
posed by various researchers in recent years.

To overcome the ambiguity in colorization
process, some color hints provided by the user via
scribbles or seed pixels are used as initial color condi-
tions and various assumptions are also introduced in the
study of different researchers. We assume that there is
a linear relationship between the values of the color

components and the intensity component in each local
window of the images; similar assumptions are widely
used in a variety of image analysis problems, such as
He Kaiming''' uses it to refine the transmission map of
outdoor haze images and Anat Levin'> uses it to com-
pute high quality mattes for natural images. Based on
the assumption, we have succeeded in turning the un-
der-constrained colorization problem to a minimizing
problem of a new cost function, and by eliminating the
linear parameters used in each local window, we have
obtained a quadratic objective function only in color
component values, which can be solved using tradition-
al least square method easily.

The contribution of our method is that we exploit a
new local cost function to eliminate linear parameters
and propose a new global objective function to estimate
the optimal U, V component values under smoothness
constraint and a relaxed initial color constraint, which
improves the images colorized, and make the image re-
gion boundaries sharper with less unsuitable color blur,
especially in the regions with complex structures.

1 Previous work
The colorization method has been studied exten-

sively in recent years. We only focus on the work di-
rectly related to the work here to describe.
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Since 1970 s, colorization has been extensively
studied in the movie industry. Various semi-automatic
analogue techniques®’ have been used to accomplish
this challenging task. Gonzalez'*' uses luminance ke-
ying to transfer color into the grayscale image. Their
approach exploits the user defined look-up table in
which each level of grayscale intensity is corresponding
to the specified hue, saturation and brightness. This
method is extensively used in some commercial post-
production systems to apply color on the grayscale im-
age. However, luminance keying cannot resolve the
problem when one wants to apply different colors at the
same intensity level.

Shi'®’ colorizes the grayscale image by segmenta-
tion and color filling method, where the image is first
segmented into regions and then the desired colors are
used to fill each region. Since the existing image seg-
mentation algorithms usually cannot segment the image
into meaningful regions, just filling color in each seg-
mented region cannot output natural colorized results.
Sykora'®' suggests using unsupervised image segmenta-
tion in cartoons colorization. Cartoon generally includes
two layers; background and foreground. The fore-
ground layer contains homogeneous regions surrounded
by outlines. The background layer remains static dur-
ing the animation. Taking the advantage of this proper-
ty, the original grayscale image can be divided into a
few regions by a robust outline detector. However the
method usually cannot get ideal result for other type of
images.

Welsh'” proposes a colorization method by using
local luminance distribution as textural information and
transfers the color between similar texture regions in
the source color image and the target grayscale image.
In their method, texture matching, which has the same
properties as luminance keying, replaces the single in-

I combines grayscale

tensity level comparing. Chen'®
image matting algorithm with color transferring tech-
niques. Since image matting algorithm is effective to
handle objects with intricate and vision sensitive
boundaries, their method gives exciting results espe-
cially for some difficult cases, such as human faces or
images with confusing luminance distribution. Lipowez-
ky'”! introduces Bayesian texture classification into
their colorization of grayscale aerial or space imagery.
By using a prototype matching their method overcome
some disadvantages in the method of Welsh et al. The
method is also used for BW image transform into the
images of different spectra such as color infrared
(CIR) image. Charpiat''®' proposes a global optimiza-
tion method for automatic color assignment. The suc-
cess of these methods depends heavily on finding a

suitable reference image. To avoid this problem,
Chia'""" proposes a colorization system to colorize ima-
ges by using internet images. The user only needs to
provide a semantic text label and segmentation cues for
major foreground objects in the scene.

Some colorization methods rely on color informa-
tion provided by the user via scribbles or seed pixels.
Horiuchi''*"! differentitiats among adjacent four-con-
nected pixels. Levin'"* solves colorization as an optimi-
zation problem by a few color scribbles user provided.
Noda'"' formulates the colorization problem as the
maximum a posteriori (MAP) estimation of a color im-

161 obtains im-

age given a monochrome image. Sapiro
age colors by solving a partial differential equation in
which the color gradient information is constrained by

171 solves the

the monochrome image geometry. Yatziv
colorization problem based on the concept of color
blending derived from a weighted distance function.
Their algorithm is robust to different sets of scribbles.
Lagodzinski'"®' presents a colorization method based on
an hybrid morphological distance transformation which
considers the image structures to automatically propa-
gate the color.

Based on the previous work, we develop our im-
age colorization method mainly from the following two
aspects:

(1) Define a new cost function based on the local
linear relationship assumption between the values of the
color components and the intensity component in each
local image window, by which our colorization method
restricts the relationship between all pixel pairs.

(2) Succeed in turning an ill-posed problem to an
optimization problem of a new quadratic objective func-
tion composed of a smoothness term and a data term
constrains.

2  Our colorization method

The problem of colorization is how to estimate the
U and V component values of a grayscale image from
the only known intensity value Y with some initial color
conditions provided by the user via scribbles or seed
pixels.

Because the method to obtain the V component
values is similar to get the U component values, we on-
ly explain our colorization method using U component
values as an instance.

Since colorization is an ill-posed problem, many
assumptions are introduced in the previous work to
overcome the ambiguity in colorization process. For ex-
ample, Welsh'”' assumes similar texture regions be-
tween the source color image and the target grayscale
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(14] premises that

image have similar colors, and Levin
nearby pixels in space that have similar grey levels also
have similar colors. We assume that there is a linear
relationship between the values of the color components
and the intensity component in each local image win-
dow.

Taking the most commonly used standard image
‘Lena’ (see Fig.1(a)) as an example, it is esti-
mated that the U, V values in each non-overlapped 3 x
3 windows are based on the linear relationship assump-
tion, and then the relative estimation error between the
original and the estimated values of every pixels is con-
puted. The probability distributions of the average rela-
tive estimation errors of U, V in each window are

shown in Fig. 1(b), (c) respectively. It can be see
that in most cases the relative estimation errors are
small than 0.1, which confirms our linear relationship
assumption is reasonable.

Based on the assumption, in a small window
around pixel k£, the U component values of each pixel
can be expressed by

U =Y, +b,,

i L€ w, (1)
where w, is a small window around pixel k, which is
usually set to be 3 x3 in our experiments; U,, Y, is the
values of the U component and the Y component of pix-
eli; a,, b, are the parameters to describe the linear re-

lationship of U;, Y, in the window w,.

i

(a) ‘Lena’ image

estimationerror
(b) Average relative estimation errors of U

0.5 0.5

0.4 0.4
£ 03 £ 03
< <
S 02 5 02
g, 8

0.1 0.1

0 = ; 0 =

0 02 04 06 08 1 12 14 0 02 04 06 08 1 12 1.4

estimationerror
(c) Average relative estimation errors of V'

Fig.1 Probability distributions of the average relative estimation errors of U, V in each non-overlapped 3 x3 windows

In order to eliminate the unknown parameters a, ,
b, used in each window w,, the following local cost

function is introduced :
Colap, b) = 3 (U = (a,Y, +5))" + ea?)
Le wli
(2)

The cost function above includes a regularization
term ga; for getting a smoother solution of U compo-
nent, since a, =0 means that the U component values
in the window w, are constant.

Define two matrixes:

v, 1 Uy,

Y, 1 U,
Fk = : E ’ Gj = :

v, 1 U,

/e 0 0
where n is the number of pixels in the window w,.

Then, the optimal parameters a, , b, inside each

window w, is the solution of a least squares problem

(ak* 5 b;: )

. a
argmin || F,[ V4] - G, |
k

(F,F,)"'F,G, (3)
Define matrix .

H, :I_Fk(Flka)ilFlf (4)

where Irepresents a (n +1) X (n + 1) identity matrix.
Based on Eqs(2), (3), (4), the local quadrat-
ic cost function in the U component values can be re-

written as
a, -
Co= R[N ]-617 = GG, (5)
k

The aim of our colorization method is to minimize
the costs for all of the local windows under the initial
data constraints. Therefore, we adopt the following
global objective function to estimate the U component
values of a grayscale image;

J(U) = > C, +X(DU - U,)" (DU - U,)

(6)
Suppose the image size is M x N, Uis a MN x 1
vector representing the U component values of all image
pixels to be computed; D is a MN x MN diagonal ma-
trix and each diagonal element d; is either 1 when the
U component value of pixel j is known or O otherwise;
U, is the MN x 1 vector with the initial values of U
component when the color of the corresponding pixel is
initially known or O otherwise; A is a regularization pa-
rameter, and it is usually set to be 100 in our experi-
ments.
Define a MN x MN matrix L, whose (i, j) -th el-

ement 1S



264

HIGH TECHNOLOGY LETTERSIVol. 20 No.31Sep. 2014

5”_L1+
n

Y

Y e (Y )

&
k‘i,jewk ;+0-k

where §; is the kronecker delta, u, and o} are the mean
and variance of the intensity component values of all
pixels in window w,.

The objective Eq. (6) can be represented to be

J(U) = U'LU + X(DU - U,)" (DU - U,)

(7)

It s obvious that there are two terms in our objec-
tive function of the U component values. The first term
is the smoothness term based on the local linear rela-
tionship assumption. The second term is the data term
based on the initial color constrains.

Different from the traditional colorization method,
our smoothness term restricts the relationships between
all of the pixel pairs within a local window rather than
merely those of the center pixel and its neighboring pix-
els, and the initial color constrains are also relaxed in
our method to obtain better estimation of the U compo-
nent values, since in most cases the initial color is in-
dicated roughly by the scribbles.

The optimal U component values can be obtained
by solving the following sparse linear system

(L+AD)U = AU, (8)

The optimal V component values of each pixel can

be computed similarly.

- > . N
(a) original color images (b) grayscale images with seed pixels

After estimating the U, V component values, the
corresponding colorized image is output by holding the
input grayscale image as Y component and converting

them from YUV space back to RGB space.
3 Experiment results

In order to compare the performance of our colori-
zation method with other colorization method objective-
ly, experiments are carried out on various color ima-
ges. Greyscale images, the input of colorization meth-
ods are converted from the original color images by

Y =0.299R +0.587G + 0. 144B 9)

Part of colorization results using test images ex-
tracted from standard image database ( SIDBA) are
presented in Fig.2, in which (a) are the original color
images, (b) are the grayscale images with seed pixels
as an initial color condition, (c¢) are our colorization
results and finally (d) are results of Levin'™*'. In the
experiment , the seed pixels are sampled uniformly from
each original image according to certain ratio (we also
call it the sampling ratio in the following description,
and in Fig. 1 the sampling ratio is 0.3% ). Clearly,
under the same initial color conditions, our method
gives better results, especially in preventing cross-ob-
ject color mixture in the regions with complex struc-

tures.

(c) our results (d) results of Levin

Fig.2 Colorization results using seed pixels as initial color conditions

It is worth mentioning that all colorization results
of Levin in this paper are computed by the correlation
based weighting function (as shown in Eq. (10) with
exact solver, since the results shown in Ref. [ 12] were
all obtained using it).

|
W = 14 (Y =) (Y, =) (10)

p
where Y, is the intensity value of pixel p; u, and o, are

the mean and variance of the intensities in a window
around p.
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The average estimation error of the U and V com-
ponent values of colorization image at different sam-
pling ratios are shown in Fig. 3 and Fig. 4 respectively.
Obviously, when the sampling ratio is smaller, that is,
less seed pixels are given, both colorization methods
give higher estimation error; and when the sampling ra-
tio increases, more seed pixels are given, the average
estimation error of both method decreases gradually.
But at all sampling ratios our colorization method gives
smaller estimation error than those of Levin, which
proves the effectiveness of our method.
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Fig.3 Average absolute error of the U component values
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Fig.4 Average absolute error of the V component values

The peak signal to noise ratio ( PSNR) is also
used in our experiments to verify the quality of the col-
orized images by both methods objectively. PSNR is a
traditional measure widely used in image compression
to estimate the quality of a reconstructed image com-
pared with an original image.

PSNR in decibels (dB) is computed by

2
PSNR = 10 log,, —————MN %255
> > G,y - 1¢, i) I?
i=0 ;=0

(11)
where M, N is the size of the input image; I(i, j) is
the real color vector [R(i, j), G(i, ), B(i, j)]";

1(i, ) is the color vector estimated by our method.

PSNR of both colorization results at different sam-
ple ratios are shown in Fig.5. It can be found that
PSNR of both colorization methods are improved with
the increasing of the sampling ratio, while at all sam-
pling ratios, PSNR of our method is higher than that of
Levin. It proves that the colorization results of our
method are more similar to the original image and have
better quality under the same initial color conditions
than the traditional method.
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Fig.5 PSNR of colorization results

Experiments using the user scribbles as initial col-
or conditions are also carried out on various images,
some results of which are presented in Fig. 6, in which
(a) are the original color images, (b) are the
grayscale images with the user scribbles as a initial col-
or condition, (c¢) are our colorization results and (d)
are the results of Levin. The colorized images compari-
son confirms that our method creates the result images
with more vivid colors and sharper boundaries than the
traditional method.

4 Conclusion

In this paper we introduce a grayscale image colo-
rization method. It gives better colorization results than
the traditional method. The aim of our colorization
method is to minimize a quadratic objective function
defined by the sum of the local costs based on a local
linear relationship assumption under relaxed initial data
constraints. The globally optimal values of two chroma-
ticity components can be computed respectively by sol-
ving a sparse linear system of equations. As described
above, our method enhances the PSNR of the coloriza-
tion results, decreases the average estimation error ob-
jectively, and improves the subjective visual effect of
the colorized images by making the image color more
vivid and the region boundaries sharper than the tradi-
tional colorization method.
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(a) original color images

(b) grayscale images with scribbles

(c) our results (d) results of Levin

Fig. 6 Colorization results using the user scribbles as initial color conditions
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